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InterSystens Serieg II

P

InterSyatems Series II products present the first integrated computer system
designed entirely to IEEE S5-100 Standards. As such, it represents 2
powerful and versatile family of computers and accessories you can apply o
virtually any computing task.

‘With Series II vou have considerable flexibility in systems bullding
because the Series II architecture is modular and not tied to any particula
type of computing. This modular and structural stability enables you to
adapt your system easily to yvour changing computing needs.

r

7

As with all InterSystems Series II Products, the Series II Z-B80 bas been
designed to take full advantage of the extensions and enhancements of the

new JIEEE S-100 bus specification, and vet remain compatible with the
majority of pre-standaprd 3-100 boards.

This owner'*s manual hag been preparsed to agqualint you with your processor
and to serve as an aid in achieving its optimum use. Section 1 introduces
the Series II 2Z-80 and provides some general information; Sectlon 2
describes the use of the board in a system, how to use the memory management
unift, vectored interrupt controller and other board features, and gives
programning  examples; Section 3 is a step~by-step guide to setup of the
board for operation in your system, and the remaining sections provide
technical details, parts list, and schematic diagram.

Your Series II processor has been fully tested and burned in at the
InterSystems factory, and should work the first time in your system. I
you have any problems with the unift in vour system, give us a call at (607)
25T~0190; our technical support personnel will be glad to assist you.
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-1 - SERTRS TT 780 rPn



1.1 Intreducing the InterSystems Series II%EWSO

|
(

The InterSystems Serilea II Z-80 board is the first S-~100 processor board.to
take full advantage of the recent IEEE specification. It has manyhspéaldl
features that make it both powerful and easy to use. Among these features

are:

2}

3)

4)

53

6)

7}

8)

9)

S~100 bus cyele generator creates IEEE standard bus cyele timing
for all bus operaticns to guarantee compabibility with all IEEE
S-100 products.

A simple address management system provides twoe 4 kilobyte
segments relocatable anywhere in the first megabyte of t@e 16
negabytes of the S-100 address space. Four light-emitting-diodes
indiecate the four moest-sigpificant address bits.

Vectored Interrupt Controller gives sophisticated, high speed
interrupt handling with individual masking, fixed or rotating
priorities, and optiomal polled operation.

~

2 or 4 mHz processor speed is con~board pin-jumper selectable.

PROM monitor sockef will accept 2708, 2716, 2758, or 2732
EPROM®s and a reset jump is preovided to the PROM. The PROM may
be addressed at any 1 ¥ boundary in the 64 K address space.

On~board walt generator optionally adds a single walt state to
any Instruction Feteh, Memory Reference, Input/Output Reference,
or opn~board PROM Reference.

On-board circuit conducts the IFEE specified nested bus transfer
for glitch-free DMA operations, and DMA controllers need not
duplicate the cirecuit.

Operation without a front panel is supported both by optional
MWRT generation, and by a specially designed front-panel
connector which includes the Reset, Jump Enable, and GND signals
from the processor card.

Special engineering features include 2 self-test modes for quick
circuit debugging and Address and Status latching to reduce bus
noise and improve reliability.

SERIES II 2~80 CPU -2 -



1.2 Service Information
Receiving Inspection

When your InterSystems FProcessor Module arrives, inspect both the equipkent
and the shipping carton immediately for evidence of damage during transit.
If the shipping carton is damaged or water-stained, request the carrier’s
agent to be present when the carton is opened. If the carrierts agent is
not present when the carton is opened, and the contents of the carton are
damaged, save the carton and packing material for the agent's inspection,
Shipping damages should be immediately reported to the carrier. Do not
attempt to service the board vourself as this will void the warranty.

We advise that inm any case you should save the shipping container for use in
returning the module to InterSystems, should it become necessary to do.

Factory Service

InterSystems provides a factory repair service for all of its products.
Before returning the module to InterSystems, first obtain a Return
Authorization Number from our Sales Dept. This may be done by calling us,
sending ws a TWYX, or by writing to us. After the return has bdeen
authorized, proceed as follows:

1) Write a letter describing the problem as best you can.
12

2) Describe your aystem to us, 1list boards by Manufacturer and
name .
33 Include Xerox copies of the schematics of beards by manufacturers

cther than InterSystems.
kY - TInclude the Return Authorization Number.

5) Pack the above information in a container suitable to the method
of shipment. .,

6) Ship prepaid to InterSystems.

Your module will be repaired as soon as possible after receipt and return
ahipped to vou prepaid.

-3 - SERIES 1T Z-80 CPU



Contacting InterSystems:

The following apply both for correspondence and service.

Ithaca InterSystems Inc.

1650 Hanshaw Rd.

P.0. Box 91

Ithaca N.Y. U.3.A.
14850

Telephone - (607) 257-0190
TWE 510 255-4346

In Europe:
Tthaca InterSystems (U.K.} Ltd.

58 Crouch Hall Rd
London N8 8HG. U.K.

Telephone 01~347-2U447
Telex A 299568

SERTES II Z-80 CPU -l -
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2.0 Series II 7Z-80 Architecture

The Series II architecture supports a full range of system reqguirements,
from small, dedicated applications to complex, multi-tasking systems. As a
modular computing system, it is a flexible base from which to build a
aystem taillored to vour compubing needs and achieve;

® Outstanding price/performance for all size systems.

# High standards of reliability and serviceability through the use
of proven technologies, close adherence to the IBEE 3-100
standard, and modular construction.

* Expandability to meet your future needs,

2.1 3ystem Degign Overview

InterSystems Series II offers an integrated hardware and software sysien
developed for the IEEE S-100 bus. At the core of the system are two
compatible processcrs, the Series II 7-80 and the Series II Z-8000, offering
the wost sophisticated processing available for both 8 bit and 16 bit
conputer systems.

Memory requirements for both 8 and 16 bit compatible systems are handled by
two new Series II mewmory boards, a 16 K static memory board and a 68 K
dynamic mewory board. Both these unique memories may be used in either 8§ or
16 bit IEEE systems without medification and without wait states; the memory
data bus automatically adjusts itself to the word width requested by the
processor.

Series II Input/Output boards complete the hardware side of the system. Our
multiple I/0 board provides extremely versatile connection to all kinds of
peripheral devices. The board provides 2 full RS~232 serial ports, U
parallel ports, plus 8 bit addressable I/0 lines for event sensing and
control, and on~board interrupt pricritization.

Other Series II I1/0 boards include a high speed DMA floppy disk controller,
capable of both single and double density; and an 8 bit, & channel Analog
Input/Output board, as well as a forthcoming 12 bit analog I/0 systen.
These sophisticated Input/Output systems are designed to contribute to the
total efficiency of the Series II systenm, offering a flexible, modular

approach for building your eompunjng facility to meet your needs now and
well into the future.

Software support for the Series II system revolves around our unigue
compiler, PASCAL/Z, available now for our B8-bit 780 system and available

SERIES II 7Z-80 CPU -6 -



soon for the 16 bit Z-B000 system. PASCAL/Z is rapidly becoming the
industry standard for high speed, high efficiency Pascal programming.

Unlike most single card computer boards «- typically optimized for dedicated
process control rather than for system support -~ the Series IT Z-80 offers
a set of features that provide the core of a powerful general-purplse
copputer system. Instead of on-board random access memory, the Series Iz
2-80  provides segmented memory  management. Instead of op-board
Input/Output, the Series II provides Vectored Interrupt Contrepl for the
moat efficient use of all svstem Input/0Output. Instead of stripping down
the 8-100 bus interface to use the fewest parts, the Series II Z-80 cards
are designed to produce the most reliable and consistent bus cycles.

2.2 Address Management for Large Systems

A dual segment address ftranslator permits the Series II Z-80 to address
memory beyond the 64 Kilobytes direcﬁly addressed by the processor chip
itself. In this mode the Series II Z-80 card generates addresses that are
20 bits long, allowing access te any location in the first megabyte of the
16 megabyte S-100 address field. The extended address bits generafted by
the Series II Z-80, 416 throuh A19, are visually indicated by the four LED's
in the upper left corner of the board. These lights indicate the complement
of the address asserted on the bus, that is, a zero on the bus is indicated
by a lighted LED. {(The Series II Z~-80 card always asserts the highest four
address bits of the IEEE 24 bit extended address range -~ A20 through A23
e A8 ZEros).

The address translator is configured as an & K "window"™ in the normal 64 K
address space; the location of the window is set on the board with jumpers.
When this window is addressed by the processor, the most significant four
bits of the processor?s address are replaced with a new four bits; in
addition, four extended bits are also asserted. The remaining low address
bits ~- AD through AT1 -~ pass through the translator unchanged,

This new, extended address can access memory throughout a 1 Megabyhe address
space. The value of the "replacement” address ~- the 8 most significant
bits A12 to A19 -~ is set dynemically on the card, by storing data in
registers provided for this purpose. There are two such "relocation®
registers, and the 8 K "window™ is in fact split into two 4 K sections, so
that two entirely different areas of the 1 Megabyte address space can be
accessed conveniently. The address translation process is shown in Figure
2~1.

- - SERIES IT 7Z-80 CPU



FIGURE 2-§ :
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Note that the area of main memory designated as the "window™ is not lost to
the processor: the relocation registers may be loaded such that the
translated address is equal to the address generated by the processor before
translation, thus providing "transparent® address mapping.

Some programning examples will help to illusirate the operation of the
address translator. While the "window®™ area may be hardware addressed to
any & K boundary, for the purpose of these examples we will assume that the
8§ K window occupies the addresses from the Mist K to the 48th K (hex AO0Q
to BFFF). This means that the first segment, SEG 0, 1is addressed from
address A000 to AFPF, and the =second segment, SEG 1, is addressed from B0OO0O
to BFFF (the card is shipped with the window addressed in this area).

As a first example, suppose we wish to move the first 2 ¥ bytes of main
storage (addressd 00,0000 to O0,07TFF) to a block begibning in the extended
storage area, say at address 04,9000 (hex). This may be easily done by
loading the SEG 0 relocation register with the address 49 (bhex) and
transfering the data from lecations 0 to TFF fo locations A000 to ATFF. The
processor address "Axxx" ("x" is used to denote an arbitrary hex digit)
selects the segment 0 translation. The top four bits of the processorts
address ("A") are replaced by the contents of the relocation register, in
this case U9 hex, and the low 12 bits of the processor's address are passed

te the bus unchanged: The resulting bus address is 04,9xxx hex. See Figure
2=2.,

SERIES II Z-80 CPU -8 -



FIGURE 22
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As a second example, suppose we wish to move a 1 K block of data between two
separate areas in the extended address space, say from 04,9000 to 0A,CO00.
If we load the SEG 0 relocation register with 49 and the SEG 1 register with
AC, the transfer 1is accomplished by moving the contents of locaticns AGQO
thru A3FF to BO0O thru B3FF. In this case the segment 0 designator (address
Axxx) is replaced by address M49xxx, and the segment 1 designator (address
Bxxx) is replaced by address ACxxx. (Figure 2-3)
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FIGURE 2~3
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Programs may also be run in the extended storage srea. In this kind of
operation the two segments may be grouped consecutively, giving a single 8K
segment for the program. Programs should be assembled to run at address
000 and should be less than BK bytes in length unless checking is done to
assure that the program counter won't overflow back into mein storage.

Even with these restrictions, this technigue is extremely powerful for
managing a set of overlays for a sophisticated program. A1l overlay
programs may be assewbled to run at address A00D, but any number of overlays
may be stored at random in the extended address space. Any of the stored

overlays may be activated by loading fthe reloecation registers with the
appropriate pointers, and calling the overlay at address A000. Note that
any location im the main storage area may be directly referenced by the
current overlay, but that calls to other overlays should be routed through a
kernel which will switch the requested overlay inte the map area, and switch
the first overlay back in on the return from the requested function.

The following programs are a simple set of subroutines which open either of
the segments onte the specified areas of the system wmemory. Note that the
routines do not limit the mappings to the extended storage area; any
location in the first megabyte of memory may be zccessed by these routines.
For the purposes of simplicity, these subroutines will always consider the
zero segment as an input file and the one segment as an output file, though

SERIES IX Z-80 CPU o A0 -



there is no physical reason why both the segments may not simultaneously be
inpuf and output files.

The routines below initialize the memory management unit; open the input and
the output files, get the next byte from the input file; put the next byte
to the output file; check for window overflow and correct the releccation
pointers if overflow occurs; and will move up to 64 K bytes from any

location in memory to any other.

These simple routines could easily be combined with others to provide
multiple open files, searching, sorting, overlay management, dynamic memnory
allocation, and a variety of other sophisticated system functions.

-~ 11 - SERIES II 7Z-80 P



; MEMORY MANAGEMENT SUBROUTINES

2
sDEFINITIONS

IOBASE EQU OEOH ;BASE ADDRESS OF ON-BOARD I/0

REGO EQU IOBASE+2 ;ADDRESS OF RELOCATION REGISTER O

REG1 EQU I0BASE+3: ADDRESS OF RELOCATION REGISTER 1

BASE EQU 0AH : RELOCATION POINTER FOR INITIALIZATION
KEYO EQU OAOH : SEGMENT 0 ADDRESSED AT A0CO HEX

KEY1 EQU °*  OBOH :SEGMENT 1 ADDRESSED AT BOOO HEX

8
sENTRY POINTS AND VARIABLES

INIT: JHMP INITO
OPNIN: JMP OPNINO
OpPNMOT: JHMP OPNOTO
GETB: JHP GETBO
FUTE: JMP FUTBO

MOVBLK: JMP MOVBKO

- INPUT VARIABLES

INBASE DS 3
OTBASE DS 3

LEN DS 2

7
;LOCAL VARIABLES

SEGO DS 1
SEG1 DS i
INPTR DS 2
OTPTR DS 2

1

SEG ps

2

; SUBROUTINE INIT: INITIALIZE THE MEMORY MANAGEMENT UNIT

;SUCH THAT THE SEGMENTS POINT TO THE SAME AREAS THEY PHYSICALLY
;OCCUPY IN THE MAIN MEMORY. IN THIS WAY THE RELOCATION DEVICE
;IS LOGIALLY TRANSPARENT TO THE SYSTEM.

sUSE A
Ed
INITO: MVI A,BASE ;LOAD A WITH BASE ADDRESS OF SEGHENT 0
oUT REGO ;SETUP SEGMENT 0
INR A ;A=BASE ADDRESS OF SEGMENT 1
oUT REG1 :SETUP SEGMENT 1
RET sEXIT

SERIES I 2-80 CPU - 12 -



:SUBROUTINE OPNIN: OPEN AN INPUT FILE IN THE EXTENDED ADDRESS
AREA, BEGINNING AT THE ADDRESS GIVEN IN THE MEMORY LOCATIONS
:CALLED INBASE. SET THE SEGMENT 0 REGISTER WITH THE APPROPRIATE
(OFFSET AID SAVE AT SEGO. INPNTR IS THE POINTER TO THE FIRST
:BYTE OF THE INPUT FILE.

“USE A,F,D,E,H,L

:FORMAT OF INBASE IS INBASE=LEAST SINIFICANT BYTE, INBASE+1=

" MID-SIGNIFICANT BYTE, INBASE+3=MOST SIGNIFICANT BYTE (NOTE
sTHAT BITS 4 THRU 7 OF THE MSB MUST BE 0°S)

©

b
o
?

OPNIND: LDED INBASE ;LOAD DE WITH TWO LOW ORDER BYTES OF

: INBASE
L.DA TNBASE+2; A=MSB OF INBASE
CALL SPNT -CALCULATE SEG AND OFFSET FROM A,D,E
STA SEGO ;SAVE SEGMENT POINTER AT SEGO
ouT REGO :SETUP THE SEGMENT REGISTER
MOV AH
ORI KEYO s TNPNTR = AOQQ+OFFSET
MOV H, A
SHLD INPTR  ;SAVE AT INPNTR
RET CEXTT

®
2

b4

;SUBROUTINE OPNOT: OPEN AN OUTPUT FILE BEGINNING AT THE ADDRESS
;CONTAINED AT OTBASE. SET THE SEGMENT 1 REGISTER WITH THE
;RELOCATION ADDRESS AND SAVE AT LOCATION SEG1. THE POINTER

;AT OTPTR IS THE OFFSET THAT POINTS TO THE FIRST BYTE OF THE
:OUTPUT FILE.

:USE A,F,D,E,H,L

»

2 .
OPNOTO: LDED OTBASE

LDA OTBASE+2:;L0AD A,D,E WITH ADDRESS IN OTBASE
CALL  SPHT ;CALCULATE RELOCATION AND OFFSET
STA SEG1 ;s SAVE RELOCATION POINTER

ouT REG1 :LOAD RELOCATION REG FOR SEGMENT 1
MOV A H

ORI KEY 1 :OFFSET+B000 KEYS FOR SEGMENT 1
MOV H, A

SHLD OTPTR  ;SAVE AT OTPTR

RET CEXIT

- 13 - SERIES II Z~-80 CPU



;SUBROUTINE SPNT: CALCULATE THE RELOCATION POINTER AND THE
;OFFSET FOR LOADING TO THE MEMORY MANAGEMENT UNIT FROM THE
320 BIT ADDRESS COWTAINED IN &,D,E (MSB TO LSB}.

:RETURN THE RELOCATION POINTER IN A AND THE OFFSET IN HL.
:USE £,F,D,E,H,L ‘

¥
SPNT: LXI
C MOV
RRD
ANT
MOV

MOV
LDA

RET

H, SEG sHL POINT TO SEG

M, D - SEG GETS MID-BYTE OF BASE ADDRESS
:ROTATE DIGITS USING A AND SEG

OFH :MASK BITS 4-7 OF OFFSET

H, A

L,E ;HL GET OFFSET

SEG ;A GETS RELOCATION POINTER
SEXIT

?

; SUBROUTINE GETB: GET THE NEXT BY¥TE FROM THE INPUT FILE,
;AND INCREMENT THE INPUT POINTER, INPTR. CHECK FOR WINDOW
;OVERFLOW AND RECALCULATE THE OFFSET AND SEGMENT RELOCATION
;ADDRESS ON OVERFLOW.

:USE A,F,HL,DE

; RETURN ‘THE BYTE IN A.

?
GETBO: LHLD
MOV
INX
MOV
CPI
JNZ
MV T
LDA
TNR
STA
ouT
EXGET: SHLD

MOV
RET

SERIES II Z-80 CPU

INPTR ;HL POINT TO NEXT BYTE

D,M :BYTE IN D
H ; INPNTR=INPNTR+1
A, H

KEY0+10H; CHECK FOR SEGMENT OVERFLOW
EXGET  ;NO OVRFLW
H,KEYO ;OVRFLW, RESET INPNTR

SEGO
A : SEGO=SEGO+1
SEGO  ;SAVE AT SEGO

REGO ; LOAD RELOCATION REGISTER WITH HEW VALUE

- INPTR ; SAVE POINTER TO NEXT BYTE

A,D ;RESULT IN A
SEXIT

~ TH -



; SUBROUTINE PUTB: PUT THE BYTE IN A INTO THE OQUTPUT FILE.

s INCREMENT THE OUTPUT FILE POINTER, OTPTR, AND CHECK FOR
;OVERFLOW. IF THE POINTER IS OUT QOF THE 4K WINDOW, RECALCULATE
; THE RELOCATION POINTER AND THE OFFSET.

sUSE A,H,L
2
PUTBO: LHLD  OTPTR  ;HL POINT TO INSERT POSITION
MOV M, A :STORE THE BYTE
INX H  OTPTR=0TPTR+1
MOV A, H
CPI KEY1+10H : OVERFLOW?
JINZ EXPUT  ;NO, GO ON
MV T H,KEY1 ;RESET OFFSET ON OVRFLW
LDA SEG1
INR 4 °  ;SEG1=SEG1+1 ON OVRFLW
STA SEG1 :SAVE NEW RELOCATION POINTER
ouT REG1 ;LOAD THE RELOCATION REGISTER

EXPUT: SHLD OTPTR  ;SAVE NEW OFFSET
RET CEXIT

; SUBROUTINE MOVBLK: MOVE A BLOCK OF DATA OF THE LENGTH GIVEN IN
;LEN FROM THE ADDRESS GIVEN IN INBASE TO THE ADDRESS GIVEN IN
;OTBASE. UP TO 64K BYTES MAY BE MOVED,

;USE A,F,B,C,D,E,H,L

2
MOVBKO: CALL OPNIN ;OPEN THE INPUT FILE AT INBASE
CALL OPNOT ; OPEN THE OQUTPUT FILE AT OTBASE

LBCD LEN :BC GET LENGTH COUNTER
MLP: CALL GETB ;GET THE NEXT BYTE
CALL PUTB ~  ;STORE THE BYTE IN THE OUTPUT FILE
DCX B ¢t LEN=LEN-1
MOV A,C
ORA B ',’BC::O?
JNZ MLP :N0, GO ON
RET 1 YES, EXIT

- 15 - SERIES II Z-80 CPU



2.3 Interrupt Handling with the Series II Z~80

All processor systems must transfer information to and from the user of the
system, as well as process that information while it iz in the system.
Often computer systems have a number of peripheral devices connected to
them, each with different requirements with regard to the frequency,
urgency, and couplexity of service needed from the system processor.

FIGURE 2-4
BASIC INTERRUPT PROCEDURE
MAIN PROGRAM
/ 0 ™
E ' INTERRUPT
SERVICE
) . S ROUTINE
INSTRUCTION M WARE p VAN _\\N
INTERRUPT
INSTRUCTION M4 INSTRUCTION M
INSTRUCTION M+2 INSTRUCTION N1
INTERRUPT
g ACKNOWLEDGE
{NSTRUCTION M+3 ® INSTRUCTION N2
INSTRUCTION M-+4 INSTRUCTION N4-3
%
INSTRUCTION M-+5
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There are two general methods for coordinating these service regulrements of

+ - - o 4. 3
assorted peripheral devices 1in a computer system: program controlled
serviee routines, and interrupt drivem service.

In a program controlled service system, the processcr is responsible Ffor the
initiation and control of all peripheral device transfers, while in an
interrupt driven system the peripherals themselves signal the processor that
they "require service. This signal, ecalled an interrupt, modifies the
sequence of instructions that the processor executes to include a service
routine for the signaling peripheral.

As the number of system peripherals grows, or as the complexity of the
service they require of the system increases, software polling techniques
for coordinating device service become increasingly inefficient; the polling
program becones very time consuming, and quickly consumes a significant
fraction of the processing resource., Even more disastrous to the overall
efficiency of the system is that it becomes impossible to guarantee that a
particular device will be serviced within a given amount of time, unless the
attention of the processor is totally devoted to such a time
eritical-~event.

Interrupt driven systems, on the other hand, enhance the total throughput of
the system by eliminating the need for software polling procedures, and have
the additional advantage of priority resolution among simultaneous requests
for processor service. A basic interrupt procedure is shown in Figure 2-4
(above). The instruction sequence of the main program is altered by the
occurrence of a hardware dinterrupt at ‘instruction M+2, The processor
acknowledges the interrupt after the completion of the instruction, and
branches to the interrupt service routine. When the interrupt service has
been completed, the processor is free to return to the main program and
continue execution.

The Series II 7-80 has been designed to support interrupt driven systems by
the inclusion of a sophisticated vectored interrupt controller. The
controller manages the masking of individual interrupts under software
control, priority resolution among simultanecus service reguests, and the
vectoring for the 8 interrupt levels of the S-100 bus.

Additional features of the interrupt econtroller provide either a fizxed
priority mode for the resolution of multiple service requests, or a rotating
mode such that all devices have, over time, equal priorities. The direct
vectoring capability of the interrupt controller may also be bypassed and a
polled mode option invoked under software control.

The integral mask register allows individual interrupts to be disabled or
enabled by .the processor. The mesk register may be loaded either in
parallel by the processor, or individual bits in the mask register may be
controlled. The bus interrupt inputs to the controller use pulse~catching
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circults Lo sense interrupt reguests, so that both one-shot and stable
requests will be accepted by the system. Narrow noise pulses, however, are
ignorad.

With this combination of features, interrupt systems of any complexity may
easaily be Implemented. The following sections describe the internal
architecture of the lnterrupt controller, its command structure, and provide
a sample interrupt service handler.

2.4 72-80 Processor Interrupt Modes

The 7-80 processor chip has three basiec modes of interrupt operation, which
may be changed under software control. The Series II Interrupt Controller
may be programmed to operabe in any one of these wodes; Mode 2, however, is
by far the most powerful and versatile, and our programming examples will be
confined to it.

flode 0

Mode 0 is identical to the interrupt response mode of the 8080 processor
chip. In this mode the interrupting device places an instruction on the
processor's data bus during the Interrupt Acknowledge cyele. The processor
then executes this instruction instead of the next instruction in wemory.
In theory any instruction may be placed on the data bus, but in practice
only single byte instructions should be used because the Z-80 only produces
an interrupt acknowledge cycle on the first byte of a wmultiple byte
instruction. The single byte call instructions, called BRestarts, are the
instructions most often used in interrupt mode 0. These instructions
execute a call to one of eight fixed locations in low memory, depending on
the particular coding of the instruction. The interrupt controller may be
programmed to supply any of the Restart instructions in response to any
interrupt.

Mode 1

When interrupt mode 1 has been selected by the programmer, all interrupts in
the system will be responded to by a call to location 066 Hex. A common
service routine and dispatch table should begin at that location if mode 1

is selected.
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Mode 2

Mode 2 is the most powerful interrupt response mode: a single byle response
from the interrupt controller and an indirect call is made to any location
in malin memory.

In mode 2, the programmer maintainsg a table of 16~bit starting addresses for
all of the system's interrupt service reoutines. The table, called ITAB in
the programming examples, may be located anywhere in memory, as long as it
does not cross a 256 byte boundary. When an interrupt is acnepted, & 16
bit pointer to the table is formed by the processor from the contents of a
special register, the I register, which supplies the most significant B bits
of the pointer, and the vector supplied by the interrupt countroller during
the acknowledge c¢yele, which supplies the least significant % bits of the
pointer. The Z-80 then fetches the service routine starting address from
the table entry selected by the pointer, and performs a call to the service
routine.

FIGURE 2-5

. DESIRED STARTING ADDRESS
INTERRUP POINTED 1O BY:
SERVICE |
ROUTINE HiGH ORCER ! }REG 7 BITS FROM o
STARTING 4 | CONTENTS PERIPHERAL,
. ADDEESS LOW ORDER e i
TABLE ST
", /
BTABY | ™ %
A W“M /g
™~ "“‘mv,"N .m"'/

Note that the. address table, ITAB, nmust be located in memory such that the
16 bit service addresses alwdys “start on even addresses, and that the least
significant bit from the interrupt controller is always a 0. Figure 2-5
illustrates the operation of mode 2 interrupts.

2.5 Interrupt Controller Aprchitecture

Figure 2-6 gives a block diagram of the interrupt controller used on the
Series II Z-80. Interrupt reguests are captured by the interrupt reguest
register (IRR} where noise spikes are filtered out and the interrupt
‘requests are latched. Any requests that are not masked by the interrupt
nask register (IMR) are passed to the pricrity control cireuitry where they
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will cause a group interrupt to be generated. When the processor accepts
the interrupt, it issues an interrupt acknowledge signal which causes (1)
the priority of all pending interrupt requests to be resolved, and (2) the
byte from the vector response memory associated with the highest priority
request to be asserted on the processor's data bus. The Z-80 processor uses
this response wvector as a pointer to a table of service routine addresses,
fetches the appropriate address from the table, and executes a subroutine
call to that address.

FIGURE 2-6
INTERRUPT CONTROLLER BLOCK DIAGRAM

COMMAND MODE STATUS H¥§CT08
REGISTER REGISTER REGISTER MEMPO‘OR“SEY

DATA
BUS

BUFFER

AUTO CLEAR
REGISTER REGISTER REGISTER

. %?h
INTERRUPT [INTEFRRUPT
e

» PRIORITY CONTROL
o] CovTROL >RIOR!

(NTERRUPT] N TERRUPT)
7l REQUEST
RESISTER|gequesTs

GROUP INTERRUPT

—

Other interrupt management functions are controlled by the Auto Clear
register, the interrupt service register, and the mode register. All setup
and progranming of the interrupt controller is exercised through the
command register, and the internal state of the .controller is available in
the status register.

2.6 Interrupt Controller Operating Options
The interrupt controller's mode register is used to establish the basie

operating conditions and options for constructing an interrupt driven
system.
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Fixed or Rotating Priorities

Bit MO in the mode register cspecifies whether the interrupt controller
operates in the fixed priority mode or in the rotating priority mode. The
fixed priority mode (MO=0) assigns the eight interrupt request inputs the
priority they are assigned on the S-100 bus, that is, the VI 7 line is the
highest priority interrupt in the system and the VI 0 line is the least
significant interrupt in the system. This is shown in Figure 27 .

. FIGURE 2T
oy . P
) o oS o W -
O———C—D D (@)
HIGHEST _ LOWEST
PRIORITY © FIED PRIORITY
PRIORITY \Mﬁ?
MODE m{\
(NEW ! GL
w@wssTw--—~(%} : (5)
FRIORITYY 7
INTERRLPT /
PRIORITY HAST . N
mwmmwwmmw«m-gk //QQ
MODES SERVICED) RN
Mt
ROTATING
PRIORITY
MODE

The fixed priority mode is the one moat often used, although there exists a
possibility that low priority interrupts may never be serviced in a heavily
loaded system. The individual masking feature, however, may be used Lo
nodify the effective priority structure of the interrupt controller to
guarantee service teo all peripherals.

In the fixed priority mode interrupts are normally masked such that only an
interrupt of a priority higher thapn the interrupt being serviced may
generate a new group interrupt to the processor. With the Series II 7-80,
each interrupt may be specified to erect such a masking “fence™ or not to,
by setting the corresponding bit in the Auto Clear register, allowing a
great deal of flexibility in the effective system priorities of each
interrupting device.

If the eight interrupts have similar priority and bandwidth requirements,
one effective solution is to select the rotating priority option (MO=1). As
shown in the figure, the relative pricrities in the system remain the sane,
except that the chain is c¢losed into a circle. In rotating priority mode,
however, the lowest priority position is assigned by hardware to fthe last
“interrupt serviced. This rotating priority scheme prevents any single
interrupt from dominating the svstem. It assures that any interrupt will
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not have to wait more than seven interrupt cyecles before belng servieed?
Note that there is no nesting of interruptz in the rotating mode; all
pending interrupts are masked From the processor while an interrupt is being
serviced.

Common and Individual Vectoring

Bit M1 im the mode register specifies whether the individual interrupts will
branch to different locations upon accepbance of an infterrupt, or whether
all ipterrupts will branch to the same location. In the common vectoring
node, the response associated with IREQC (VI T} will be asserted upon
interrupt acknowledge, regardless of which interrupt i3  being
acknowledged. The common vectoring mode is useful if all service routines
save the total machine state before entering the actual device service
routine. In such a case, the processor branches to the common register save
routine, ' then polls the interrupt controller to discover the highest
priority interrupt pending, and Dbranches te the appropriate service
procedure, This approach avoids duplication of the register save routine.
Bit M1=0 selects the individual vectoring mode while Miz1 selects common
vectLoring.

Polled Mode

Bit 2 of the mode register allows the system to disable the group interrupt
output from the interrupt controller, In the polled mode the processor may
read the status register in the dinterrupt controller to see if any
interrupt requests are pending, and which request has the highest priority.
Interrupt request bits may be cleared by software. The polled node option
then bypasses the hardware interrupt, the vectoring and fencing functions of
the interrupt controller while the reqdest latching, masking, and priority
resolution remain unaffected. Bit !M2=0 selects the iInterrupt mode, M2=1
selects the polled mode.

Master Mask

Bit . 7 of the mode register specifies the status of the naster mask bit of
the interrupt controllier. When the master mask bit is set, (M7=0) the
controller is disarmed just as if all the mask bits in the mask register had
been set, When bit 7 is a 1, the chip is armed and any unumasked active
requests will cause an intecrrupt outpub.

The remaining bits of the mode register specify (1) the polarity of the
group interrupt output, which is always active low on the Series II Z-80
(M3=0); (2) the polarity of the interrupt request signals, which is always
active low im S-100 systems (M4=0); and (3) the register pre-selection
address. These bits select which of the internal registers will be read by
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the processor during a data read operation from the controller, A summary
of the data tranafer to and from the controller is given in a later
sectlion. '

Status Reglster

The Status reglster describes the internal state of the lInterrupt
controller, as summarized in Figure 2-8. The £ bits of the status register
reflect the c¢perating modes described above, and indicate the highest

priority unmasked interrupt that is P

pending. Status bits S0-32 contaln the
complement of the binary vector indicating the highest priority interrupt

pending. The field should be consider invalid unless the atatus bhit 37

(the group interrupt bit) is set (37=1), indicating that at least one ol
the Interrupt request bits is set and unmasked. Status bit 33 indicates Lhe
condition of the master mask in the Mode register. S3 eguals 0 indicales
- that the chip is disarmed, 53 equals 1 icates the chip iz armed. Bi:x 3k
indicates whather the controller i3 in inlterrupt mode or polled mode, and
bit S5 indicates whether the priority resolution is in fixed or rotati
mode. Finally, bit 86 is mnot used in this implementation.

i

FIBURE 28 '
MODE AMD STATUS TIT ASBIGHMMENTE
7 ' i v
g mﬂwj %J g4 E"m E{iﬁsz f:m GLWJ gm"ﬁﬂms gm% E\Mw‘;ﬁmx EM‘JZ ﬁmn g»ﬁ@g
2 & . i ™
f— o~ ] N N f
n&)mmv WECTOR (TICATING A TERIORITY MODE
MUMBES OF THE HRERT fmomTy B FIED
UMMASHED BT TIAT 09 BET % AR, BOPTTATING
VALID DALY RN B0 e ECTOR SELECTION
honrnrenonne RABTTES  DAAGE ST & DIviDuaL, VECTRR
B CHIP DISARMED ’ b OOMMON VECTOR
bP ARMER
e AT ERRIPT MODE
rmrronsremmen HGTERAIPT  WO0E @ MTERAUST
& WTERAUPT ) tPOLLER
b POLLED o I POLARITY
vireemememsmmemmrmmem s PRI TY DT @ ACTIVE LOW )
§ FIRED b ACTIWE BHIGH '
I ROTATING S — W Y. T E
. @ AT LOw
& £ o4 B
WARLE INPUT 1 ACTIVE 506t
0 CHiP MISARLED . )
1 P ERARLED . REGISTER PRESELECTION N !
. O INTERRUPT SERNCE SEEITER 1
GROUD 40 TERRLAFT-
i T ;m i&ﬁww @ INTERHUFT BAASH AEGISTER
P M& P 5&{? £ 6 INTERARAT AEQUIEET RERSTER
’ th AUTD CLEM 345
@ AT LEAST OME 1 AUTO CLEAR REHISTER
UNMASKED 1R . MASTER MASK @7
BT FET & UP DISARMED
FTATUS PEGRFTER MGOE REMSTER i CHIP ARMED

The Status register is read directly by executing a read from
controller®s control port; it dees not reguire any preselection.
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Interrupt Service Register (ISR)

The ISR is eight bits leng and is used teo store the acknowledge status of
the interrupt requests. When an interrupt is acknowledged, the controller
clears the assoeciated request bit and seis the corresponding bit in the
ISR. When the ISR bit is programmed for automatic eclearing, the ISR bit
will be cleared before the end of the acknowledge seguence. If it i3 not
set for auto-clear, the ISR bit must be cleared by command from the 280 .

Internally, the controller uses the ISR to erect a "masking fence®. When an
ISR bit is set and the fixed priority mode is selected, only an interrupt of
higher priority than the one being serviced will cause a new interrupt
output, nesting the interrupt roubtines, and moving the masking fence up to
the new level. VNew interrupt requests of a priority lower than the one
being serviced will be masked until the ISR is cleared by the Z-80. When
the Auto Clear iz specified, no masking fence is erected, since the ISR bit
is cleared during the acknowledge seguence. The Auto-Clear function may be
" specified for each interrupt individually, by setting the associalted bit in
the Auto Clear register (ACR).

Information Transfers

There are two input/coutput ports assecciated with the interrupt controller —-
a control port and a data port. A read operation executed from the contrel
port will alwavs read the status register, and a write to the control port
will always write into the command register. When a read or write is
executed -to the data port, however, the information transfered depends on
which of the dinternal registers has been pre-zelected by the preceding
command. During read operations, the Interrupt Reguest Register (IRR), the
Interrupt Service Register (ISR}, the Interrupt Mask Register (IMR), or the
Aute Clear Register (ACR) are pre-~selected for reading by the bits M5 and
M6 of the mode Register. For writing dinto these registers, specific
commands must be issued to the controller; the M5 and 116 bits do not
preselect registers for writing.

2.7 Commands to the Interrupt Controller

The interrupt controller's command set allows the 7Z2-80 processor to select
and alter all the operating modes described above, to customize the
controller for different applications. Commands are entered inte the
command register by writing to the control port. In the commands described
below, "X® indicates a "don't care" bif position.
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Coding: 00000000

The reset command establishes a known internal condition in the interrupt

controller:

Mode = Fixed priority, individual vectors, interrupt
operation, interrupt inputs and cutput in the active low sense {normal), ISR

preselected For reading, chip dizarmed by master wmask.
IMR = all ones, all reguests are masked.
s 1

ACR = all zeros, no auto clear specified.
ISR and IRR are cleared of all old requests.

CLEAR IRR AND IMR
Codings o000 T 00X XX

A1l bits in the Interrupt Request Register and the
eleared, no interrupts pending, no interrupts masked.

CLEAR SINGLE IMR AND IRR BIT
Coding: 00011 B2 BT B

{non-polled)

Mask Register are

A single bit is cleared in the IMR and the IRR. The bit is specified by the

three bit field B2~-B0 where:

B2 B1 BO BIT SPECIFIED
0 0 0 0 (LSB)

0 0 1 1

0 1 0 2

0 1 1 3

7 0 0 4

1 0 1 5

i 1 .0 6

1 1 1 7 (MSB)

T 104 en T (M i TR ST dhey s A0 130 Ve Ok (e € ET 1 P €S Py s T s S ST 8 T P (0 oy AR fh ey €57

CLEAR IMR »
Coding: 00 1T00XXX

All bits in the IME are cleared to zeros, thus all interrupt requests are

unmasked.

SERTESR
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CLEAR SINGLE IMR BIT
Coding: 00101 B2 Bl BO

A single bit in the mask register is cleared, as specified in the field
B2-B0. ‘

SET TIMR
Coding: po1T1T0XXX

All bits in the mask register are set to opes, thus masking all interrupt
requests.

SET SINGLE IMR BIT
Coding: 00111 BE BT BO
A single mask bit is"setm corresponding to the bit specified in the three
bit field., The corresponding interrupt is then masked out of the priority

resolution circuitry.

CLEAR IRR »
Coding: 0100 0X XX

A11 bits in the request register are cleared to zeros. New transitions on
the interrupt iaputs will be necessary to cause an interrupt.

CLEAR SINGLE IRR BIT
Coding: 010071 B2 BT BO

A single request bit is cleared to zero, specified by B2-BO.

SET IRR ‘
Coding: 01010XXX

All the reguest bits are set o ones, any unmasked bit will cause an
interrupt output. Useful in testing.

SET SINGLE IRR BIT
Coding: ' 01011 B2 B B0
A -single reguest bit is set, corresponding to the bit specified by B2-BO.

CLEAR ISR
Coding: 01T 110X XX

A1l Service register bits are cleared to zero, fencing is eliminated.
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CLEAR HIGHEST PRIORITY ISR BIT
Coding: 01 10%% %X

The highest priority bit in the service register is cleared. Caution should
be exercised in using this command if the auto clear option is specified,
since the bit cleared by this command may not be the bit intended.

" CLEAR SINGLE ISR BIT
Coding: 01111 B2 Bt BO

The bit speecified by B2-B0 is cleared in the service register.

LOAD MODE BITS MO THROUGH M4
Coding: 10 0 MR M3 M2 M1 MO

The five low order bits of the mode register are loaded. This command
controls all operating options except the HMaster Mask and read
preselection.

CONTROL MODE BITS M5 ,M6,M7
Ceoding: 10 10 M6 M5 Nt NO

The field in the command is loaded into the register preselect bits in the
mode register. The N1, NO field in the commend controls the master mask as
follows:

N NO

0 0 HO CHANGE TO M7
0 1 SET M7

1 0 CLEAR M7

1 1 (illegal)

9 T € Pt €078 o T 2 ya s £ T KO Ao 4 EVR AT i €T S 785 T 2R AN SR s e ey 5 Y

PRESELECT IMR FOR WRITE .
Coding: TO0 1T 1T XY XX
The next write to the controller's data port will load the mask register.
Various read operations may be inserted between this command and the write

operation.

PRESELECT ACR FOR WRITE
Coding: 11T 00X XXX

The aute clear register will be loaded on the next write te the data port.
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PRESELECT RESPONSE MEMORY FOR WRITE
Coding: 11100 L2 LT LO

The vector response memory i3 preselected for writing, the byte which will
serve as a pointer to the Z-80°'s service jump table will be loaded on the
next write to the data port into the level specified by L2-L0 where:

L2 L1 LO BUS INTERRUPT (VI #)

N 40 3 P (T €S e i SIS sns s 10 £T8% €S Fv e £ KT 197 U AT € 1 A KRG e 4 ey T e 9T v T 477 Y R G55 AU o R T ien ST

DO DL wd b cd D
o Rl o PGS R o QIO
LD = D = D)= ) =A
=
]

€ o o4 e R v TS Y R S A OO Y S5 G A ) T (T €69 T P ST H9n T v ¢ T i 0 e AP T TN S s I A TS o chon £ 5

2.8 Using the Interrupt Controller

Before the Interrupt Controller can do useful work it must be initialized
under control of the Z-80 processor. Because of the many operating options
available with the dinterrupt controller, the controller may be programmed
using many different approaches. The following is but one of these ways to
construct a basic initialization and service routine.

1) Disable Processor interrupts

23 Reset the interrupt controller

3) Setup vector response memory

iy Load operating options into the mode register

51 Load the mask conditions into the JMR

6} Clear the IRR

7) Clear the master mask

8} Set processor interrupt mode to mede 2, and load the service jump
table.

9} Enable interrupts.

The following simple program uses the Z-80 interrupt mode 2, and is intended
to both serve as a test of the interrupt controller and an example program
for using the interrupt controller.
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NTROLLER HANDLERS

YECTORED INT

Tk

G ROUTIN
SETUP AND
2 INTERR )B TS ON THE 3-100
sTHE ROUTINES SUPPORT 1
sOPERATION, FIXED AND
TS INDIVIDUAL MASKING,
s CONTROL..

“‘rm PT DRIVEN AND POLLED
RIORITIES, ARBITRARY

f;’?t.”;, P FOR NESTING

a,

,ZF e 8@ CPY ARE
'ORED

7 M« L

m(v L7 m I 7

s
ICBASE EQU OEGH sBAS
TCON EQU TOBASERT ;¢

IDAT BT TOBASE
Fp EQU OFFH

A0 ADDRE
ONTROL P
4 T

DATH POR

ESS ON Z~80 BOARD

(OUTPUT) AND
FOR TEST ROUTINE
i R OTEST ROUTINE
B W}M ‘T’MUJ ROUTINE HERE,

STH R0 DOGH
RESTRT EQU €m(\’f}”’~§9h

n
b

s BNTRY POINTS

(]ﬂ "'Irm,; .
POLTST

SETORP:
MODE -
POLL: )
SERV: «J‘MLE-’ & m,)ﬂ? WO
SAVE < JMP S
EXIT: JMP [N

;

s WARTABLES ¢

A bR 00 P00 PRIORITY INT MODE
AN §) ,;_‘1 ¥ & INT MODE
S Ol “,F?.“xf & POLLED MODE
;05

Y IORITY & POLLED MODE
THTERRUPT IN THE
80=VI7,DATAT=VI0
TON WILL AUTO CLEAR
INT: DATAD=VIT ETC.

MASKS: DB 0o

CLEARS: DB {0
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;THE LOCATIONS OF THME INTERRUPT SERVICE ROUTINES ARE STORED IN
; THE JUMP TABLE BELOW, ITAB. CARE MUST BE TAKEN WHEN ORG®ING

; THE PROGRAM SUCH THAT ITAB NEVER OVERFLOWS A 256 BYTE BOUNDARY
s IN MEMORY, AND THAT ITAB BEGINS AT AN EVEN HEMORY LOCATION.

o
®

NOW
TEMPO

TEMP1
TEMP2

ITAB:

DB
SET
ORG
SET
SET
SET
IF
ORG
ENDIF

bW

Dy
W

W

Dy
DW
DW
DU

SERIES II Z-80 CPU

0 : PSEUDO-0PS SO ITAB GOES
$/2 - AT RIGHT PLACE.

NOW®2  ;=EVEN ADDRESS.

$+0EH  ;LAST LOCATION OF TENTATIVE ITAB.
TEMPO&OFFOOH  3ISOLATE 2 MSBs.

$&0FFO0H :IF THEY®RE THE SAME,
TEMP1~TEMP2 sDON'T ASSEMBLE THIS CODE.
TEMP1 ;OTHERWISE, USE BOUNDARY

"FOR ORIGIN.

INTO sJMP LOCATION FOR VI 7 ROUTINE
INT1 ; CORRESPONDS TO LEVEL O AT
INT2 ;  VECTORED INTEREUPT CONMTROLLER
INT3 s AND 30 ON.

INTH

INTS

INTE

INTT
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s SETUP SUBROUTINE:

THE SETUP SUBROUTINE INITIALIZES THE 9519,

;LOADS THE OPERATING OPTIONS DESCRIBED IN THE VARIABLES, LOADS
s THE RESPONSE MEMORY WITH VECTORS TO THE JUMP TABLE (ITAB), AND
;SETS THE Z-80 TO INTERRUPT MODE 2.

@

SETUPG: DI
M2
LXI
MOV
STAL
LRA
ouT
CALL

MV I

: MVI
LDMEM: MOV
ouT

MOV

ouT

INR

INR

INR

DCR

JNZ

MYT
OUuT
MV
ouT
MV I
QUT
EI

RET

MODEC: LDA
ORI
ouT

MV
ouT
LDA
ouT

MVI
ouT
LDA
ouT
RET

H, ITAB
By H

A
Leon
MODEO

B, OEOH
c,8
A,B
ICON
A, L
TDAT

T

L.

B

G

EDMEM

A, 040H
TCON

S A, 0708

LCON

B, DA9H

ICON

MODES
B0H
ICON

4,0B0OH
TCON
MASKS
IDAT

A, 0COH
ICon
CLEARS
IDAT

:DISABLE PROCESS0R INTERRUPTS

sSET lﬁi?ﬁJ”)&)“%U? MODE 2

5 HEL }P’W’N 3 TO THE JUMP TABLE

T HIGH L TO ACCUMULATOR.

CONTAINS HIGH ORDER PNTR

;A ()
;RESET 9519
,ﬁST&T THE CONTROLLER OPERATING MODES

; COMMANDR E0-ET PRESELECT MEMORY LEVEL
sLEVEL COUNTER = &

A = PRESELECT NEXT LEVEL COMMAND
ﬂPﬁ“”F)T T NEXT LEVEL

oA = LOW PNTRE TO JUMP TABLE

WRITE THIS MEMORY LEVEL

2JUMP TABLE PNTR = NEXT ENTRY
SNEET LEVEL.

; DLC‘PFZX’&N‘.@“ LEVEL COUNTER

;DONE FILLING MEMORY®

:CLEAR IRR
:CLEAR ISR

:CLEAR MASTER MASK PRESELECT IRR
ENABLE PROCESSOR INTERRUPTS
(EXIT

¢ A=MODE
(MAKE INTO MODE SET COMMAND
s SET MODE

s A = PRESELECT MASE COMMAND

S PRESELECT THE MASK REGISTER FOR WRITE
b o= MASK
SWRITE THE MASK

sh = AUTC CLEAR PRESELECT COMMAND
s PRESELECT ACR

8 = AUTO CLEAR PATTERN

;WRITE AUTO CLEAR REGISTER

SBATT

3
[EY]
=t
3
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;MODET IS8 A SUBROUTINE WHICH CHANGES THE OPERATING MODES TO THE
:VALUES CONTAINEDR IN THE VARIABLES AND REINITIALIZES THE
;CONTROLLER. IT7 IS TO BE USED DYNAMICALLY. CHANGE THE VALUES
;AT MODES, MASKS, AND CLEARS AND CALL MODE. THIS WILL CHANGE

; THE OPERATING OPTIONS WITHOUT AFFECTTING IRR OR ISR.

f

MODE1: DI :DISABLE INTERRUPTS
CALL  MCDEO  3SET MODES
EI :ENABLE INTERRUPTS
RET SEXIT

L3 .

#

: THE FOLLOWING SUBROUTINES ARE USED IF THE POLLED MODE

sOF OPERATION HAS BEEN SELECTED. A CALL TO POLL WILL RETURN
*THE CARRY BIT CLEAR IF &N INTERRUPT REQUEST IS PENDING.
:OTHERWISE THE CARRY WILL BE SET.

4 CALL TO SERV WILL SERVICE THE HIGHEST PRIORITY INTERRUPT
;THAT IS PENDING IN THE SYSTEM AND RETURM.

:POLL USES A & F

:SERV USES A,F,DE,HL

b
POLLO: IN ICON :INPUT CONTROLLER STATUS BYTE
RLC ~ ;PUT INTERRUPT PENDING FLAG IN CARRY
RET s EXIT
SERVD: IN ICOoN s INPUT STATUS BYTE
ANT 07H sMASK FOR LEVEL
RLA s OFFSET=LEVELE2
LXT H,ITAB ;HL POINT TO JUMP TABLE
ADD L : HL+OFFSET=VECTOR
MOV L,A s HL=VECTOR
HOY E,M
INX H
MOV D,M :DE=ROUTINE ADDRESS
XCHG - : HL=DE
PCHL s JUMP TO SERVICE ROUTINE
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;ROUTINES SAVE AND EXIT: THESE ROUTINES ARE INTERRUPT SERVICE
3 SUPPORT ROUTINES, THE SAVE ROUTINE SAVES THE MAIN REGISTER
sBANK IN THE PROCESSOR CHIF, REENSBLES INTERRUPTS, AND RETURNS
sTO THE SERVICE ROUTINE, IT MUST BE CALLED AT THE BEGINNING
sOF EVERY SERVICE ROUTINE -~
5 START: CALL SAVE
:THE EXIT ROUTINE SIGNALS THE INTERRUPT CONTROLLER THAT THE
" sSERVICE ROUTINE I3 FINISHED, RESTORES THE MACHINE STATE, AND
sRETURNS TO THE INTERRUPTED PROGRAM, OR IN THE CASE OF POLLED
;OPERATION, THE CALLING PROGRAM. EXIT SHOULD BE ENTERED BY A
s JMP INSTRUCTION, WITH THE LEVEL OF THE INTERRUFT BEING
;SERVICED IN THE A REGISTER. SERVICE ROUTINES SHOULD BE
s STRUCTURED, THEN:

START: CALL  SAVE

?
: aie
: {MATIN SERVICE ROUTINE)
: "o
: MVI A, :f FEQUALS THE SERVICE LEVEL
: JMP RXIT sRESET 9519 & RESTORE STATE
?
SAVEO: XTHL sHL GET3S (SP)=PC
, - :(SP) GETS HL
PUSH PaW cSAVE A
PUSH B *SAVE BC
PUSH D 1 SAVE DE
ET ~ENABLE INTERRUPTS
PCHL :PC GETS HL (RETURNS)
EXIT0: DI A :DISABLE INTERRUPTS
ORI 07 8H :CREATE CLEAR ISR BIT COMMAND
oUT ICON :CLEAR ISR BIT
ANI OTH  ;RESTORE LEVEL
ORI 048K "CREATE CLEAR IRR BIT COMMAND
ouT LCON ;CLEAR IRR BIT
POP D
POP B
POP PSil .
POR H sRESTORE MACHINE STATE
EI : ENABLE INTERRUPTS
RET sDONE WITH SERVICE
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:TEST PROGRAM: THESE TEST PROGRAMS USE THE ABOVE ROUTINES TO
:TEST THE OPERATION OF THE CONTROLLER IN A SYSTEM. THE ROUTINES
;LIGHT A BIT ON THE PROGRAMMED OUTPUT PORT QF THE

: INTERSYSTEMS FRONT PANEL CORRESPONDING TO THE MOST RECENT

: INTERRUPT SERVICED. THE S-100 VI 7 LINE CORRESPONDS TO A
‘LEVEL O INTERRUPT AT THE INTERRUPT CONTROLLER, AND SHOULD
:LIGHT FRONT PANEL PORT LIGHT 0. A SIMPLE TEST OF THE
INTERRUPT SYSTEM IS TO RUN TEST AND GROUND EACH VI LINE IN
:TURN, CHECKING THE PROPER FRONT PANEL LIGHT.

:THE TEST ROUTINES EXIT TO RESTRT WHEN THE MOST SIGNIFICANT
:FRONT PANEL SWITCH IS SENSED LOW. PLTSTO IS THE POLLED
sVERSION OF THE TEST ROUTINE WHICH OPERATES SIMILARLY.

*THE STATE OF THE NEXT-TO-MOST-SIGNIFICANT FRONT PANEL

sSWITCH DETERMINES WHICH ROUTINE RUNS ~- HIGH = INTERRUPT TEST,
sLOW = POLLED TEST. : ‘

b
TESTO: LXI SP,STK  ;SET STACK POINTER
XRA A : ACCUMULATOR GETS 0.
0uT FP :CLEAR FRONT PANEL LIGHTS
STA MODES  ;INTERRUPTS AND FIXED PRIORITY.
CALL SETUP s SETUP CONTROLLER.
HALT: IN FP ;GET SWITCHES,
RLC :PUT D7 INTO CARRY,
JNC RESTRT ;AND EXIT IF LOW.
RLC :PUT D& INTO CARRY.
JNC POLTST ;DO OTHER TEST IF D6 IS LOW,
HLT “HALT & WAIT FOR INTERRUPT
JMP HALT  ;CONTINUE FOREVER
PLTSTO: LXI SP, STK
MVI A,k
STA MODES  ;=FIXED PRIORITY, POLLED MODE
CALL  SETUP
XRA A A= 0,
oyT FP ¢BLANK LIGHTS.
PLTST1: IN PP sGET SWITCHES. ,
RLC sPUT D7 INTO CARRY.
JNC RESTRT ;EXIT IF SWITCH IS LOW. OTHERWISE,
RLC :PUT D6 INTO CARRY.
Jc TEST ;GO TO OTHER TEST IF SWITCH IS UP.
CALL  POLL  $CHECK IF ANYTHING NEW.
CNE SERV  ;YES? GO DO IT.
JMP PLTST1 ;REPEAT.

SERIES TI Z-80 CPU - 3Y -



s INTERRUPT SERVICE ROUTINES:

%NTO:
CINTY:
INT2:
ISTB:
INTH
INTS
INT6 :

INTT:

INT:

CALL
MVI
MV I
JHP
CALL
MV I
MVI
JMP
CALL
MV T
MVI
JMP
CALL
MVI
MVI
JHMP
CALL
MVI
MVI
JMP
CALL
MVI
MV I
JMP
CALL
MVI
MVI
JHP
CALL
HVI
MVT
JMP

QuT
MOV
JMP
END

SAVE
A,01H
B,0
INT
SAVE
A,02H
B,1
INT
SAVE
A,04H
B,2
INT
SAVE
A,08H
B,3
INT
SAVE
A, 10H
B, 4
INT
SAVE
A, 20H
B,5
INT
SAVE
A, 40H
B, 6
INT
SAVE

A,80H

B,7
INT

FP
4,B
EXIT

gSAVE ENVIRONHENT FIRST.
;A GETS LIGHT PATTERK
;B GETS LEVEL #

sBRANCH TO COMMON SERVICE ROUTINE

;UPDATE LIGHTS
;A GETS LEVEL #
;RESTORE MACHINE STATE
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2.9 Series II Bua Interface

The Series II Z~80 prevides a number of operating opticns which give the
user some control over the processor~to-bus interface, while still
corresponding to the JEEE bus “specification. These options include
processor speed selection of 2 or 4 MHz and optlonal addition of a single
wait state te all instruction fetch cycles (the instruction fetch cycle of
the 7-80 processor is shorter than other memory cycles of the processor, and
represents the worst case [or nemory access times), all memory cyecles, or
all 1I/90 cyclegs.

In addition to these basic coptions a special feature has been included to
allow the implementation of extremely high reliability systems. In order to
meet the IEEE standard for 3-100 bus devices using a Z-80 processor, all bus
address and status signals should be latched. This is because the Z~80 chip
can change its effective address at the end of an instruction fetch cyele
while the bus read strobe is still valid. The IEEE specification correctly
prohibits sueh timing ambiguities. To comply with this specification the
Series II 7Z-80 includes hardware latches on all address and status lines to
the S~100 bus.

There are two modes of operation of these latches: Partial Latching and Fuil
Latching. The Full Latch mode is designed for extremely high reliability
systems, or operation in electrically noisy environments. The Full Latceh
mode halves the number of signal transitions on the bus and restricts all
changes in address and status signals to specific, non-critical parts of
the bus cycle, thus drastically reducing bus noise and signal crosstalk.

The Full Latch mode decreases the effective memory access time of the
processor, requiring that either very fast memory boards be used (160 nsec.
worst case board access for M1 cyeles requires chip speed of approx. 125
nsec in a typical design), or that a single wait state be added to all Mi
cyeles, slowing the processor approximately 10%.

Other system parameters will usually reduce the wait state requirement to
insignificanc@, but the occasional necessity for the faster M1 cycle can be
satisfied with the Partial Lateh mode. This mode does not control signal
transitions as does the Full Latch mode, but provides for operation at 4 nHz
without wait =states 4if proper cyele triggerring is employed. A1l
InterSystems Series II memory boards will support no-wait operation at A
MHz using the Partial Lateh mode.
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2.10 Direct Memory Access Operations

The last major feature of the Series II Z-80 concerns the relationship of
the processor to Direct Memory Access devices on the bus.

The IEEE bus specification defines a special protocol for the transfer of
bus centrol from a permanent bus master, in this caseé your Series II1 Z-80
to a  temporary bus master such as a DMA device or attached peripheral
processor. This protocol dnveolwves a specially timed and overlapped
transfer of the varlous signal groups on the bus such that the DMA device
and the CPU are both driving the most oritical bus lines in given Ilpactive
states during the transfer operation. .

The cirecuit which controls this timing could be included on either the
progcessor board or cn the DMA board. It has been inecluded on the Series II
Z-80 board for two reasons: First, if it is included on the processor
board, it need not be duplicated on every DMA board in the system, and
second, since noe currently existing DMA boards inelude such a cilrcuit, it
is much easler to modify an existing board to meet the S~100 standard if
this eircuit is centralized on the preocessor board.

The Series IX Z~80 board, then, contalins a circuit which will conduct all
the timing of the bus transfer, and tri~state its own bus drivers according
te the IEEE specification (sections 2.8.2.1 through 2.8.2.4). DHA devices
nay sense the two bus transfer signals, X¥FER I and XFER II, on the SD3B line
and the CDSB line respectively.

The Z~-B80 also includes pull-up resistors on the four DMA arbitration lines,
80 that they need not appear elsewhere in the system, and 10 ohm resistors
in series with the control output lines, to prevent driver fatigue and
glitches during the overlapped bus transfer.
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Board Setup

3.1 Bus Interface Setup
Selecting the Processor Speed
Selecting the Latch Mode
Adding Single Wait States
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3.3 Input/Output Port Setup
I/0 Base Address Selection

2.4 Vectored Interrupt Controller Setup
Using an Off-Board Interrupt Controller
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Front-Panelless Operation

Memory Write Strobe Generation
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Front Panel Header in Front Panelless Systems
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3.9 Installing the Board in Your System

m 3G - SERIES IT Z-B0 CPU



3ITaVYNG WOHd
FIBYNI 1A \ axqw\m -440
378YNT E80ia / \ 103738
{ ./ / | Z

H3ITIOHLNOD 1A

\\ 3NGUNIT  LHMK

38YN3 ﬁwﬁmﬂ,\

Yy

o mgmwﬂ /e et —
WIS e — - e b
e A M ﬂjﬁu 2o vee [
s e S A - - on il
SRR IS Se NN AV NN i &mmmm
e EG a0y
m SRR 4 SR N7A N A NI Lo & 0
U i Yo ) Ry Lo L SN I I et
|4 H m xfm mm 1 § m : bd h.n
& L fD Ly e b £ kam‘ g L g e Mwﬁmmﬂr“mm Sl 88 d 8 L8 mlw FE e
5 ¥y e € 5 ™ PSS oo T =~ — = & = g / s = o ST
R mmmj /A “ T LR TR
=, s . i B
IR = I \W ‘ononiln
Sk R Ll Ll TR WO IIEEINIRIEIRIE
= LA Mumunﬂw.mﬁ mm m i mm t i WM mm
—— ) g ] m 3 mm 4 ; mm,
= mf = i M Lo W W W W ow W - CTFF e
HE| W AN = LB = m wl] Cas 0 ©
gre = RETTE ik, ,.wmmmm ,wwmw“rdm : o i e Tl ARy =
i i . s
T i fhife S
A , . ﬁ BRI g
. ,m it S : e

W

J e oo e :
@ ] 86 ge gy g @
3GOW HOLY 3218 oY
' JdAL WOY

123738 31ViS 1M

G33dS HOSS330Hd

S8IHAAY WOoY

553400v 35vE Ot

SS3HGAY JdYW
INFAIOVNYH AHOWIK

©O-€ 3004

40 -

I1 Z-80 CpU

[a]
N

SERIE



3.0 Board Setup

This section of the marnual describes how teo set up the Sepries IL Z-80 for
operation im vour system. Certain jumpers on your board are only used in
assembly or in testing, and these will be described only in the techuliarl
reference section.

Figuré -1 shows the board location of the jumpers we are concerned with in
this section.

3.1 Bus Interface Sehup

The first and most important choice in the setup of the Z-80 beard iz the
selection of processor speed. Either 2 MHz or 4 MHz operation may be
selected with the pin-jumper JG. The echoice of processor speed 13 a
complicated decisien invelving the access times of the other boards in the
system, the latch control mode selected, and the use of walt statesn,

Table 3-1 gives the varicus access times associated with the different types
of processor ecyeles abt 2 and 4 MHz, for the full and partial latching
modes. Hote also that the effective access time differs for static and
dynamic or edge~triggered devices. This is because an edge~activated device
such as a dynamic memory must wait to begin its cyecle until certain
information is guaranteed to be valid, while static devices respond Lo
addreas changes as fast as possible, and do not require a strobe sigpal to
begin their cvcle.

Table 3-1 Processor Access Times (in nsec.)

TR S 47 €6 G T8 TR R BN v A w7 ot S o 64 e ey e STt TV s 8t A £ors ST K 471 AT e 29y #9360 e AT riore £ (R0 S5 m AU T AT D (s AT 61 5

Cycle Type 2 MHz 2 w/fwait 4 PHz 4 w/wait
M1 Stat. Platch T80 1280 280 530
H1 Stat. Flateh 570 1070 220 470
M2 Stat. Plateh 1020 . 1520 395 645
M2 Stat. Flatch 810 1310 310 560
M1 Dyn., Platch 580 1080 220 4§70
M1 Dyn. Flateh 410 910 160 510
M2 Dyn. Platch 810 1310 310 560
M2 Dyn. Flatch 640 1140 270 520
I/0 F or Plateh Q00 1400 400 650

TR X AT e e AT VRS S0 MY 1 7 O i R o e K e Ao e o, R €7 S A (TS T € A SV 0P e . s ST A A S €9 £ P (N £ TV 7 ST i € £ TR €50

Where: All times are in nanoseconds, M1 refers to an instruction feteh
cyele, M2 refers to all other memory cycles, Platch refers to the partial
latching mode, and Flatch refers to the full latch mode.

It should be noted that these are board level access times, rather than chip
level access times, that is, no account has been taken of logic or buffer
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delays on the memory board but full worst case delays on the processor have
been included in the calculations.

It can be seen that the correct choice of bus cycle depends on a variety of
factors. The most reliable bus cyele i1s the fully latched cycle, but access
times are considerably shorter, especially for M1 cycles which are already
short in the Z-80. It is therefore recomuended that 1f the full lateh mode
is used at 4 MHz, a wait state be added to all M1 cycles. This will slow
the operation of the processor approximately 10%, but allows the use of 300
nsec. static memory boards and 250 nsec. dynamic memory boards with ease.
Adding a wait state to all memory cyeles and using. the full latch mode
allows the use of less expensive 450 nsec. static or 400 nsec. dynamic
memory boards, but slows the processor by 25%.

Full speed 4 MHz operation should use the partial latch mode. Vhile this
node creates somewhat more bus noise than the full lateh mode, it allows
the use of 250 nsec. static memory boards, and 200 nsec. dynamic or
edge~activated memories without walf states. (Hote: The above calculations
for edge-activated and dynamic memory boards in the partial latch mode are
derived using the rising edge of the PSYNC signal as an address valid strobe
to start the memory cyecle, aborting the cycle later if it is an I/0 cycle.
In the full lateh mode the start cyele trigger is the IEEE address and
status strobe, STVAL.} :

Selecting the Processor Speed

Pin-jumper JG selects the processor speed. It is located on the right side
of the board between U5 and U70.

Processor Speed, JG

s s e R e G B o P e g B v (S N P 58S Tyt

5400 . 4 T T P €T M T . VRS (T £TR TR BV O e g, S TR

Selecting the Latch Mode

The latech mode of the processor is selected at pin-jumper JH-1, located on
the right side of the beoard between U12 and Ui3R.

l.ateh HMode, JH~1

e L e L T ey wae—

Full latch B teC
Partial latch A to B

€T oo 7 Sy T KO s K A 1 R AP T I £9E Y (W G 40 ST

SERIES IT Z-80 GPU - 42 .



Adding Single Wait States

A single wait state may be added to any instruction fetech, any memory oyele
{including instruction feteh cyecles), any I/0 cycle, and any reference to
the on-board EPROM., ‘The addition of these wait states is controlled by
pin-jumpers JH~2 through JH-5, also located between U2 and U13. It should
be noted that, for 4 MHz operation, all standard EPROM components will

require a walt state for correct operation.

Wait State Selection, JH~-2 thru JH-B

T o st s A A s o7 oS W e O 2, T A GO iy KO S e YR A (7 'R Sl s ST 0 s T T 07 GFF GOV 1y S $8 €, 4208 £ 0

Cyele Type Jumper 1 wait no-waif

M1 JHe2 4 to B B te C
AL1l Memory JH-3 A te B B to C
Al 1I/0 JH-4 A to B B te C
On-board EPROM JH~5 A to B B to €

IR o0 v 69 53ty £ T 7 i, T s T £ P . S DA 29 AT s (7 €D 4T ¢4, A Ik G AN 60 O KT €T AT 40T N T ¥ A £ T R

Non-Maskable Interrupt Setup

The last setup we are conecerned with in the bus interface section iz the
connection of the non-maskable interrupt line. This line, as yvet unused in
most S-100 systems, may be connected to either the HIMI line on the 5-100
bus, or to the Power Fall Pending 1line, or disconnected from the system.

If you are using a Power Fall anticipation circuit, and support the circuit
with software routines that respond to an NMI as a power fail, then connect

NMI to Power Fail.

If you have some other use for the Non~Maskable Interrupt, then it should bhe
connected to its own pin on the bus. If you do not use the lime in vour
system, disconnect the NMI line from the bus entirely by removing the shunt
from the JN pin-jumper.

Non~-Maskable Interrupt, JN

1 8 1, T € B T, £, T 7 R S, T s €5 € e TR U 4 W3 o T @ vy AT W AT s >

NMI to NMI A to B
NMI to Power Fail B to C
No NMI teo Bus QPEN

I T AT TS e, 7% T A <T1ID €T 11 E58 ire wema T AT For (KT Oy a5 6 O €S AT, T € e T #47 EEn
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IﬁterSystems Standard Bus Interface Configuration

Figure 3-2 shows the standard configuration for the bus interface as the
board is shipped from the factory. This configuration represents the

following options;

4 MHz operation

Full latch mode

Single wait for M1 and on-board EPROM
NMI connected to HMI

EE

Note that while the wait for the on-board EPROM is enabled, a walt state
will not be added to the cvele until the EPROM is enabled with the EPROM

enable jumper, to be described later.

FIGURE A-2
STANDARD BUS INTERFACE

() B sy

2-80
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3.2 The On~Board EPROM and Automatic Bootstrap

The on~board EPROM socket may be configured to accept any of the followimn
standard parts, or any compatible parts;

EPROM TYPES

P I 0 € o P 573 1R 7 A e, v sty T e 4 A e 0 4T F5En €71 DM TP €7 A £ RIS € Y 4R C08 i SR G en £ 47 S A8 T €7 vrn

HManufacturer Part # Size Addressed at

A s 5, v U AR (o I £ B P Ay AT (T AT £ T TP S @ e A4 Knf R AT O K e P B TR o A v €508 7y TR (T (O AT € €57 o T

Intel 2708 T K 1 K boundary
2758 1 K 1 K
2716 2 K 2 K
2732 K 4 K

2 17 s O v £17n YR 1 DA €80 9T B T Y €T AT e T XIS VS T i Ry B s ey e Y e S e AT €7 G TR €7 AT W QS # KA L,

The on~board EPROM and the reset jump functions are addressed at the sauwe
location in memory, which may be at any 1, 2, or 4 K boundary (depending on
Jjumper set-up) in the 64k primary address space. When a EPROM is in the
system and enabled, and the Reset jump is enabled, a reset to the computer
system will be accompanied by a jump to the first byte of the on-board
EPROM. This operation is referred to as the "auto-bootstrap®. If the EPROM
is disabled and the Reset Jump is enabled, the processor will jump to the
loecation in main memory that is set at the EPROM address Jumpers.

EFROM Type 3elect

The following table gives the settings for the EPROM type and size jumpers.
Jumpers JA and JB are in the upper left hand corner of the board, and JE is
in the up-center reglon. The "NONE"™ row gives the proper settings for using
the Reset Jump function without using the on~board EPROM. The "STANDARDY
row gives the setiings for using the InterSystems’ 2708 bootstrap EPROM at
address F000 hex.
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EPROM Type Select Jumpers

e T . P (i R e, U T e ATEY e YR e G, Fn o 76 o K RSt i T T A A A D S RS S s (e R Ao $NR S s AN (P T R TR P Y I, . e e A @53 S

TYPE J A1 J A2 JB-5 JB~6 JE-1 JE-2
2708 AB AB # E A A
2758 AB AB & ® B B
2716 4B BC & BC C B
2732 BC BC BC BC e C

(NO EPROM, JUMP TO ANY 1 K BOUNDARY)
NONE AB AB # # C C
( STANDARD= 2708 AT FOOC HEX)
STANDARD AB AR BC BC A A

Y S B 1o (T Rt s € i PR ASen TP £ S € Ay 0 o TR S T T G v TS € s (I o A, (A 6P S €Y FRO, AR (B 37 ST LY T M S A, T TS 4 A i 4 S P

Where "#7 indicates that the jumper participates in the address selection
for this EPROM type.

EPROM and Jump Address Selection

Once the EPROM type has been selected, it may be addressed in the 64 K
primary address space of the processor using the jumpers at JB that were
not previously assigned in type selection. The Jump and EPROM are addressed
by defining a2 matching address for the starting location with jumpers JB.
Connecting A to B will match a %Yopne" on the corresponding address bit, and
connecting B to € will matech a "zero®, The standard location for
InterSystems bootstrap EPROMs is ¥F000 hex. The 3td. column gives the
Jumper settings for use with the standard boot EPROM.

EPROM and Jump Addressing

AF i s eey s A i fn £35S KA 9T T S €3 TS R AR (e S MR A O A P . ST v $ET1 i s S i e O 450 R AR, 3 s

Juuper Address Bit  "One"™  "Zero" Std.

JB-1 A 15 48 BC AB
JB-2 A 14 AB BC AB
JdB=3 A 13 AR BC AB
J B2 A 12 AB BC AB
JB-5# A 11 AB BC BC
JB-GE#R A 10 AB BC BC

# Not used in the addressing of 2732 EPROMs.
%% Not used in the addressing of 2732 or 2716 EPROs.
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Enabling the EFROM and Jump

Onece the EPROM type and address have been selected, the EFROM may be enabled
by appropriate connection of the EPROM enable jumper JJ=-1, located on the
right side of the board between U 24 and U 25. If you do not wish to use
the opn-board EPROM, or if vou wish to use the Reset jump without the
on-board EPROM, JJ-1 should be used to disable the EPROM.

The Reset jump is enabled with jumper JK, located on the right side of the
‘board just below U 25. The following table gives the different functions
asspeiated with the settings of these jumpers.

EPROM and Jump Enables

N e ATSH San s £EM A e T G T A9 i I vk S 3 A TR R A K155 7tk P £ £ e €570 €8 ST 590 75 S TS i v

Funection Jefe 1 JE

No EPROM, No Jump
EPROM enabled, No Jump
Auto~Boot

{(EPROM and Jump enabled) AB BC
Jump to O0ff~board wmemory BC BC

A R0y W € O IR s o £ T P v YT T P e S e Tk (1R QA T S O 6T o e €T VS W KO OO S T S S A

EPROM Wait Statez for 4 MHz Operation

It should be noted again that for UL MHZ operation all currently availlable
EPROM's of the 2708 family used on the Series II Z-80 will regquire a wait
state added to any memory cycle which references the EPROM. A pin~junper
to add a wait state to EPROM cycles only has been described above. If this
Junper, JH-5, is connected from A to B, and the EPROM is enabled, a single

wait state will be added to all references to the EPROM.

InterSystens Standard EPROM Configuration

The standard configuration for the jumpers associated with the EPROM are
shown in Figure 3-3. This configuration of junpers represents the following
options:

B 2708 EPROM type.

# EPROM address is FOO0 hex, location of InterSystems
bootstrap.

# EPROM disabled.

¥ Reset jump disabled.

# Single wait state added to EPROM cycles.

To wuse the EPROM, simply insert your F000 InterSystems Boot EPROM at
position U 271, and enable the EPROM by connecting JJ-1 from A to B. A
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single walt state will be added to EPROHI cyecles once the EPROM is
enabled. {(The EPROM wailt state should be disabled for 2 MHZ operation).

FIGURE 3-3
STANDARD EPROM SETUP
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If you wish to use the Auto~-Boot feature, whereby a Jump to the Bootstrap
program is executed upon Reset, connect jumper JK from B to C.

3.3 Input/Qutput Port Setup

Four I/0 ports are used on the Series II Z-80 board; they may be zddressed
at any four-port boundary within the 256 possible system I/0 ports. These
I/0 ports are used to sef up and control the Vectored Interrupt Controller
and to load the relocation registers of the memory management system.

The base address of the on~board I/0 ports, called BASE, is selected with

pin-jumpers JD-1 through JD-6, located between U 2 and U 3. The on-board
I/0 ports are assigned the following functions:
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Port .thction

IN  BASE ‘ Read VI Contreller Data Port {reads
Pre-selected VI register)

OuT BASE Write to VI Controller Data Port

IN BA3SE+1? Read VI Controller Status Port

OUT BASE+1 Write to VI Controller Control Port

IN BASE+2 (not assigned)

QUT BASE+2 Write to Page 0 Relocabtion Register

IN BASE+3 {not assigned)

QUT BASE+3 - Write %o Page 1 Belocation Register

i D75 . Fomn €5 . TR Fows M e 0 £ G TS TR T A 7 4760 A €T i SR i e €7 s €T TR A ey 1y I 0GR 35K Coo 0% AN € oxm AU SN G AT B N S ¥ 4T e T T

I/0 Base Address Selection

The I/0 base address is selected by defining a matching address for the most
significant 6 bits of the processors' I/0 address. The correspondence
between the wvarious settings of the JD jumpers and the processor I/0
address are given im the following table. The "Std."™ column gives the
settings for the InterSystems® standard I/0 base address, E0Q hex.

I/0 Port Seleection, JD

B e L R L S —p——

Jumper Address Bit "Zero™ "Cne® Std. (EO0)

T L3 N (314 RD s (IS €1 s £ A0 0 ey i AT S0 PO et A s Gome e o Kok i Shen g G 6 PR . b, s e i 5 i S P Mo ot ore T o RS o £

s rtn . s o s o (B € (M i i s PR P e T S T O Y TR €58 T G 5o Rt

JD-1 AT BC AR BB
ID-2 A6 BC B 4B\
JD-3 A5 BC AR BB |
JD~A Ak BC AB | BC |
JD~5 A3 BC AB BC |
JD-6 A2 BC AB  BC

TSy T ATy 2 A T Qo 1T D T TN Ty S W W G 7 i S VS I e G (i3 €80 10 s i 477 SIS 5. 7V @4 A e s ds e s e Ko ¥ i v e s Ao

Figure 3-4 illustrates the jumper settings for the standard I/0 base
address of E0. InterSystems software will use this configuration, and we
strongly recommend that unless a specific conflict develops, vwou use the
standard configuration, as software exchange will be greatly facilitated.
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Port assigoments for the standard configuration are:
EO0 = VI Data Port .

" EIGURE 34 E7 = VI Control/Status Port
1/0_BASE_ADDRESS E2 = Page 0 Relocation Register
E3 = Page 1 Relocation Register

3.4 Vectored Interrupt Controller Setup

Once the TI/0 base address has been selected, the Vectored Interrupt
Controller may be enabled. The enable for the controller is Jjumper Jd-2,
located between U 24 and U 25 on the right side of the board.

VI Controller Master Enable

P o 3 e grr e e £ b RS A e T RS €7 s T (e e 1o TN K (e 91 FL TN S T Y
e,

Jod-2 i@wggwﬁﬁ VI Enabled

Jd-2 B to € VI Disabled

Lo I <70 R G, e e T (1 T e S £R84. B A Y, R e e e PR TORD ik i A, P et £, 7 4T

Uging an Off-Board Interrupt Controller

The board may be configured such that the on-board interrupt controller is
bypassed and the Z-80 processor responds to the group interrupt and issues
interrupt acknowledge c¢ycles to the S-100 bus. The vectored interrupt
controeller must be removed from the board, and jumpers JF and JI should be
adjusted. . (Caution: the 9519 Controller IC is a static-sensitive chip, and
should be stored in anti-static foam, or wrapped in aluminum foil.) Jumper
JF iz in the center of the board next to the Z-80 chip, and JI is on the
right side of the board, between U 11 and U 23.
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Bus Interrupt Enables

1 470 25 € QFT vY CETy YT, e 5P, 4w KR M o SN A FS 7T OATY £ 490 i ST €y U Y A £ o T 09 SE KR Al 7y € €T T S R £ i (RS €0 M 73 667 s 94 T €79 4 T

Function Jumper Local Conventional
Controller Interrupts

Bus Int. Accept JF B to C Ato B

Bus Int. Assert JI B to C A to B

11 e e 250 2 63 5 T P AT (0 PRAY €07 308 07D KLU T s £V £y v, S8 i G ACAR 303 P €175 TS 19 42 S £ e S0 799 A AT G 1 X0 i Sk 77 K677 5 s 5773 4 o T 4

If these jumpers are noh installed, or if they are connected from B to (
they enable the local vectorsd-interrupt controller circuitiry.

3.5 Memory Management . Setup

A number of options exist in the setup of the address translabor:
(1) Either =a single % K relocation page or 2 independant 4 K relocation
pages may be selected. (2) The releocation "Window® may be located anywhere
in main memory. {3) The entire address translator may be enabled or
disabled with a master enable jumper.

The following table gives the settings for the number of pages and the
master enable jumper. The InterSyatems standard configuration is to enable
both 4 K pages.

Address Translator Size and Enable
Fanction  J6-h  JC-5  JC-6
Two 4K pageg' BC BC BC
Translator Disabled X X AB

YT O D0 U M) T (R T80 (1 CIHY AT FTAY e GO (W oty €550 (¥ S o o T s 9 BT oy SV v (i 43 S €A I S T 7 T T 3 i v T TR €7

Where "#% indicetes that this jumper participates in the address decoding,
and "X" indicates a ®don't care" setting.

Locating the Address Translator in Main Memory

Once the size of the translation window has been selected, it may be located
in main wemory on any 4 K boundary if the window size is 4 K, or on any 8 K
boundary if both ¥ K pages have been enabled. If the translator has been
disabled with the master enable jumper, JC-6, the setting of these address
Jumpers is insignificant.

The translator is addressed by defining a matech address for the first byte
of the window area with JC~1 through JC~4. The following table gives the
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correspondence between address bits and the jumper settings, as well as the

InterSystems standard location for the address translation window,

hex.

Address Translator Addressing

PV AP o0 Aren e i s G S Y 499 s (Y BV TR A DR 6K KTST (97 Sy TR0 S S AT 971y 4 o SR €7 s WY AUAD 3 T S (o 5B DR (e ey o VTR

Jumper Address Bit "One" "Zero® Std.

JC-1 A 15 AB
JCw2 A 1k a BC
JCw3 A 13 AR BC AB
JC-li# b 12 4B BC BC

T £ 20w s £ €T o €T 5 et TE38 G Gy U O ey € R R ED 1373 AT T M KA APy £ Ky Gy TS 0y O €3£ 4 9 Y (T AL e s £ e, VR

AGOO

® NOTE: The JC-4 jumper is only used in the address decoding if a single 4 KX

page has been enabled. If both translation pages are enabled,

always connected B to C,

InterSystems Standard Memory Management Configuration

JC-Y4 ds

The'baard is shipped from the factory with the following options selected:

# Base Address is AQQO hex.
¥ 2 pages selected, but the unit is disabled.

| To use the unit in the
FIGURE 3-5 - configuration, simply
unit by connecting JC-6 from B to

STANDARD MEMORY MANAGEMENT

SERIES II Z-80 CPU - B2 -

standard

the

fromn

relocated as

Note

inasmuch as it
with both
registers referencing O00,0000H ~-
the bottom 4 K of main memory.

C. The enabled configuration is
e P : 5 shown im Figure 3-5.
E;% H 1 i BODO to AFFF will be
:§ % ’ [] Fage 0, and memory from BO0OC to BFFF
LN Q g ; will be relocated as Page 1.
#9 ) that once the memory management unit
L momomom o B R ation, fnasmuch as it
EMEMEN %£ﬂ~§Jﬁ #1 ﬁgw g will cone Up at reset



3.6 Front-Panelless Operation

The Series II Board supports front-panelless operation with a number of
Jumper selectable features. These include:

# MWRT Memory Write Strobe Generation for all bus
devices.

# Freont-Panel Control Strobes, Data In Disable and
Sense Switch Disable disconnect from the bus.

# Reset, Jump Enable, and Ground available at a 20 pin
PIP header for simple control connections.

Memory Write Strobe Generation

The generation of the Memory Write Strobe, MWRT, has traditicnally been the
fupnction of front panel devices in 5-100 systeums, where it is implemented as
processor memory write OR front-panel deposit.

In a front~panelless system the generation of the menory write strobe
becomes the responsibility of the processor. The processor must generate
the MWRT signal not only for its own cveles, but also for any Direct Memory
Access Device that may have temporary control of the system bus. A circult
to perform this function is included on the Series II processor board, and
may be enabled for use in front-panelless systews with pin-jumper JO. MWRT
strobe generation must be disabled in front panel asystems to prevent
conflict with the frount panels' generation of the strobe.

MWRT Generation, J0O

G £ /AR DI €A 7AW 011 G T ¥R Gha TR TV T s T AV €ty £ s A1 €48 D3 <o A e o €Y €1 v

MWRT enabled
MWRT disabled

3T D (4 (7 (03 6T T 277 CXEN G Y () T 7 Dt £ A 73, O 1 R v 0 € i € U e e e

The Series II board is shipped with the MWRT strobe disabled.

Fropt-Panel Control Strobes

The fropnt panel data control strobes should be disconnected when the bhoard
is used in front-panelless systems to avoid possible econfliects and noise.
These lines have been included in the bus interface to insure
retroaeompa@ibili?v with pre-~IEEE S~100 systems, and may be disabled with
Jumper JJ- The lines which are disabled with this Jumper are the Data In
Disable ﬁlgmal on bus line 21, and the Sense Switech Disable Signal on bus

line B3, Neither of these lines is 4included in the IEEE S-100
specification.
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Front Panel Control Strobes, JJ-3

P> (s o (rrn 5V Do 40 Kt G o s P MR T e 5 A DAY W PN s 99T (T e e AT P A (T, . S5 € e o £

Bus strobes disabled
Pug strobes enabled

2 i R T 6P 1R Y 19T TS Y % €T T I e o D D K G G T AT o £300 TS N T T T TN £ S O 0%

Use of the Front Panel Header in Front Panelless Systems

The 20 pin DIP header which is used %to impose data and instructions from the
front papel onto the processorts data bus has been designed to ease the
connection of basic machine contpol switches in front panelless systems.
The processor RESET 1line is available at pin 10 of the header, the Reset
Jump Enable line is available at pin 9, and a GROUND line is available at

pin 11.

FIGURE 3-6

0

In

mm o™z

SERIES II Z~-80 CPU

The Connection of Lthese lines is
shown in Figure 3-6. When the Boot
awitch is «c¢losed and the Reset
pushbutton is depressed, the
processor will jump to the on-board
PROM if 4it dis enabled, or to the
location in main nmemory set at the.
PROM address jumpers if the on-board
PROM is disabled. If the Boot
switch is open and the Reset button
depressed, the processor will reset
to lecation 0000.
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3.7 Summary of the Standard Setup

As the board is shipped from the factery the following options are set on
the Z-80 board:

Standard Setup

TR (7 57D A7 2N O ST £ RETY 4TS (Y AA31 €Y TS 7T (9 AL Y A €T The £TEY €Y T AR ST 4 4TI T O €4z RO (3t €0 ol e K AU AN s 49 (A 1 4RO AT RN N 5T 900 H € 4 Pt T

€5 T R € € TS T T T I T 4T, T ) €T, 5 04T €57 €T 78 TS 45T v €y 0 IR T AT MY 5T SRS A GRER Ty R K £ A7 AT W €1 KT P L RS . PO €T TR AP £ A €3 T 27

BUS INTERFACE:

4 MHz operation JG = AB
Full lateh mode JH~1 = BC
Mt wait JH~2 = AB
No ether mem. or I0 waits JH-3, JH~4 = BC
EPROM wait state JH-5 = AB
NMT to pin 12 JN = AB
Front panel operabtion Jdd=3 = BC
No MWRT genenration JO = BC
EPROM:
2708 EFPROM type JE~1, JE-2 = A
1 K EPROM size JA=-1, JA-2 = AB
EPROM address at F0QO JB~1, JB~2, JB-3, JB~i = AB
JB=5, JB-6 = BC
EPROM disabled JJ=-1 = BC
Reset Jump disabled JK = AB
MEMORY MANAGEMENT :
Both 4 X pages selected, JC~1, JC-3 = AB
Window address at AD00 JC-2, JC-4, JC~5 = BC
Unit disabled JC~6 = AB
I/0C PORTS:
I/0 address at EO IdD~1, JD-2, JD-3 = AB

JD-4, JD~5, JD=6 = BC

VI CONTROLLER:

On~board VI controller JI, JF = BC
VI controller snabled Jd=-2 = AB
OTHER :

No test modes selected Jd-8, JL, JM = AR

T T T SR T (7SI R 0 ST 45 9 ¥ AT S0 £ €7 T Ty 58 T 7 578 AT A1 A £ o A, 2 e 4T T 3 A5 4 P A 3 4 i e €57 5 A 495 e € e o e s

The Standard setup described above is illustrated in Figure 3-T.
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Bus Interrupt Enables

o N T G i 0% 617, N, AR Sl U i SRS 0y €T SR £8P RO AT e TR e T £ At 9% T €14y £ Ty ) G 4T R ATy TN T (12 € W O A P 7T T Y T (L €1 g (1

o vt T 736 s YN PR S BRI £ i, TR S NI 2R % TP P g €14A VS REP TS i M e A2 S AR v e (s A P e % P o, 7O DTS, W s PP 6o K37 (K1 €3 R 1 i (5 20

Bus Int. Accept JF B to C A to B
Bus Int. Assert JI B to C A to B

BB 41 ot o 0 98 Q1RO S B G5 (TR o T G Ay € kL e R e ok i SR T i CRUR FRA ATFS T KW T s T T M Khsm BT T K STV Y o T e AT €58 A7 ) £ £

Address Translator Size and Enable

ONE, €T (o ATy B V> £ B s e AT T TR P v Y £ 4T T A3 160 AT (370 0TS DAY 4y AT 2 £27s GO 2 e T WD GETD €Y s €O 7 €y s TN By

Function JC- JCmB JC~6
Slngla BE page & AB BC
Two BE pages BC BC BC
Translator Disabled X X AB
ki U»ad jn aadre sing
£ = Don't Care

Address Translator Addr9351ng

Jumper Address Bit "One ® “Zero® Std.

JC-1 A 15 AB BC AB
JC-2 A 14 AB BC BC
JC-3 ‘ A 13 AB BC AB
JC-4 8 A-i2 4B BC BC

Lt 05T R R Y A T T PG YRS T Pty ETS e s T PR €T Fas M G50 £ Ty AT £ KSR 4\ £y 47T 40 i fme 7V e £ S S 7T 4TS (A AT #7TY €0

MWRT Generation, J0

5im 70T Uron AT s s X ey i [ o S o A Are s T S TR PR O P TS e P (i o8 OAR

MWRT enabled & to B
MWRT disabled B to C

U 7 T G G, O Do ey AP T S . (P, 7 T e PITS T fr €5T STRR €T $7 e ST B R0 P

Front Panel Contrel Streobes, JJ-3

FUT EXI 7 N0 IS D T4 €909 P s T s n T 3 s M S T T, T 7T T A PRy s €390 Ko G g o 0

Bus strobes dlswbled A to B
Bus strobes enabled B to C

S e £ i3 s P i T2 T £ e B e AT i (o7 R i 650 A A £ T G £ T A #, e g7, e <y
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3.9 Installing the Board

Once you have selected the operating options for your processor board, wvou
may install the board in your system. Ve recommend that, for initizl check
out, you disable the Address Translabor by setting JC-~6 to AB. If your
system depends on bus lnterrupts using the S-100 signals pINT and INTA, you
should consult section 3.4 of this manual regarding disabling the “on~board
vectored interrupt controller. “

With the system power off, insert the board into the S-100 bus, taking care
not to skew the card fingerz with respect to the edge connector (it is
possible with some card edge connector sockets to skew the board such that
the gold fingers on the board seal between the brushes of the soccket).

Your processor board has been extensively tested before shipment from the
InterSystems plant, and should work the first time. If you npevertheless
experience difficulties, here are some pointers:

Power down the system. DON'T remove any card immediately; wait a minute for
the power supply capacitors to discharge. Check the following:

1) Is the board seated in the edge connector properly?
2) Has one of the chips on the beard been jarred loose in shipping?

3) How's vyour power supply? If the "8 wvoli"™ bus 1s less than 7

volts, this could be the problem.
4} Are the jumpers set properly?

If none of the above solve your problem, or if vyou need any assistance
whatsoever, give us a ecall at (607) 2570190,
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Section 4.0
Technical Reference 3Section

3-100 Not-to~be~Defined Lines

4.2 Test Modes

4.3 Board Timing Diagrans
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4.0 Technical Reference

This section of the uger's manual describes our use of  the
¢ o g Lo [ . N . -
"Not-to-be~-Defined Lines™ on the 8100 bus, overall board timing
relationships, and the basic board testing modes.

k.1 8-100 Not-to-be-Defined Lines (NDEFz)

The Se-100 bus apecification includes 3 Iines which are called
Not~to-be-Defined Lines (NDEFs). Each manufacturer of products for the bus
may use these lines, bubt must assure that they are not necessary for the
proper operation of the produect in 2 general S-100 system. As a general
policy, we at InterSystems will not wuse the NDEF 1lines for any “new"
funetions, but will include these lines as options on products where it is
felt they provide increased compatibility with pre-~standard products.

On the Beries II1 7-80 board, we have used the NDEF 1line at Pin 21. On
traditional front panel devices, pin 21 was used as a data in disable
signal, allowing the front panel to dimpose data and instructions on the
processorfs data bus. We ineclude the DIDSB signal on the 20 pin DIP front
panel connector, but it is also available on the bus, depending on the
setting of the jumper JJ-3. Connecting JJ-3 from A to B will enable the
DIDSB signal from the 20 pin conmector, B to C will enable the DIDSB signal
from MNDEF line pin 21%.

In current InterSystems? DFS-1 computer systems, the DIDSB line is connected
between the front panel and the processor vis the bus line 21, and a 16~pin
ecable connects to the front panel header. This implepmentation will De
phased out as mass-terminated 20-pin DIP cables become avallable in
production guantities.

One other line has been inecluded in the processor/bus interface for the sake
of retro-compatibility. This 1line, formerly called Sense Switch Disable,
performs the same function as the Data In Disable lime but is necessary to
the proper operation of IMSAI and Altair front-panels., The SSUDSB line (Bus
Pin 53} has been assigned by the IBEE committee as a GROUND. If you have
purchased a DPS~1 mainfreme system, all data-in-disable functions will be
performed by the DIDSB line ~- either at pin 21, or on the 20-pin DIP front
panel connector.
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ir ¥ O purchased the card
- PIGURE 4~|

separately, and are operating with CUTTING SSWDSE
IMSAI, Altair, or some other front = I

panels, vou should probably leave .
the line connected, but note that
your aystem does not conform to the i
entirety of the IEEE specification.
If any board i1z dnstalled in the
ayastem which implements the line at
pin 53 as a ground, the processor
will  have its data input bus
permanentliy disabled. T

The line may
be ecut as shown in Flgure 4-1, but
the pregrammed input port on IMSAT

- EDGE CONNECTOR

or Altair front panels will not BACK OF BOARD
funcetion. In front-panelliess :

systems, both lines 21 and 53 are
disabled by connecting Jumper JJ-3
from A to B,

4.2 Testing Modes

The Series IXI Z-80 has two different test mnodes which will greatly
facilitate board checkout. The first of these forces the processor Lo
execute the NOP (no-operation) instruction continuously, and the second test
mode executes the R3T (restart) instruction continuously.

The HOP test mode exercises the basic control circuits of the Z-80 processor
board such that it is extremely easy to obtain a stable display on an
oscilloscope. The proper operation of the PSYNC, STVAL, and DBIN control
strobes, the address lines {(which will count wup in binary} and latch
contrel modes may all be tested by comparing the scope waveforms with the
timing diagrams given 1n Section 4.3 . The continuous HOP node may also be
used to test the operaticn of the PROM address decoders and the address
managenent address decoders,

The continuous Restart mode, on the other hand, does a single M1 read
operation, followed by fwe write operations to the stack. Using this mode
the proper operation of the PWR strobe may be easily checked.

The feollowing table gives the jumper settings for each of the test medes.

Once the jumpers are seb, hit the reset button and run: the processor will
execute the test mode.

- 63 ~ SERIES I1 Z-80 CPU



Testing Modes

T €7 XI5 1A (S £ DT R e (T G (573 675 € T S P SN TP 0 (4T £ e 3 B DT ST e 45 47 T 4RT €T T £ 0 e o e ST e e ke T €1V 3 S W @y 7 G A e

Function JoJm 1% JJ-d JE JL JM
Cont ., NOP BC : BC BC BC BC
Cont. RST BC BC AB BC RC
Normal * AR # AR AB

;-.-.mr—mm-nnmmmm.mn—.ummru-mmmmmmmmmmmmmmmmmmmn,mm-m..mm..xma,.,mmmwmmmmmnm.mm

# Return ROM enable and Jump enable jumpers to
previous setting.

The proper operation of the S-100 Status lines is easily verified using an
InterSystems Front Panel. Deposit the fo]lowimg program in memory:

LOOP: inN OFFH ;INPUT FROM THE SENSE SWITCHES
ouT OFFH ; OUTPUT TO THE PANEL LIGHTS
JMP LOOP ;CONTINUE FOREVER

Single stepping thbrough the program will check the operation of the status
lights. The following sequence will be observed:

St.ep Lights On

ey R T o YA €1 R e {3 v, s i T i g A €

0 M1, MEMR, WO
1 MEMR, WO

2 INP, WO

3 M1, MEMR, WO
} -~ MEMR, WO

5 OUT

6 M1, MEMR, WO
7 MEMR, WO

8 MEMR, WO

5792 £ O G o S 42y e T AT s 4% e Y T £ s £ £V

The proper operation of the address management unit and the vectored
interrupt ceontroller may be checked with the tést programs given in section
2.0, "Series II Z-B0 Architecture®,
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4.3 Board Timing Diagrams

The timing diagrams inm this seotion (Figures #4-2, 4-3, and 4-4) give the
overall bus timing for the Z--80 board. Separate diasgrans are given for the
two latch control modes.

FIGURE 4—9 :
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FIGURE #-3
- PARTIAL LATCH MODE
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SERIES IT Z~80 TIMING VALUES

i o P s e P Taen . 7 A I an G e i s £y OV FAR K T e s £ i 44 6 7 £ P (P Che AT, AT, o R e T W £ €T P T et W e o A 4TS e o T e v P £

MIN

TYP MAK

(in nanoseconds)
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1. Delay: Phi to syne
2. Delay: Phi to /sync
#3, Setup: Address to /STVAL,
Full Latch
k. BSetup: Status to /STVAL
5. Duration /STVAL low
6. Setup: RDY to Phi
7. Hold RDY. from Phi.
8. Delay: /STVAL to DBW
9. Delay:Fhi to /DBIN (141)
10. Duration: DBIN High
11. Delay:Phi to /DBIN (/M1)
12. Delay:Phi to /PWR
13. Duration: PWR Low
¥14 ., Hold STATUS and ADDRESS
after /DBIN (Full latch)
#15. Hold STATUS and ADDRESS
after PWR {(Full lateh)
16. Setup: DATA OUT to /PWR
17. Hold DATA QUT from PWR

100

?O
15
70

ROt 0, KT 7 T PO 42 o0 A, 59 A, e S frby T Y i P A 49 R TS 4 e s T X €5 Ay S, o s e 7

Partial latch timings differ from those above
cnly in the asterisked cases, as follows:

18. Setup: ADDRESS to SYNC,
{(Patial Latch)
19. Hold ADD & STAT from
/DBIN (Partial latch)
20. Hold ADDRESS & STATUS from
PUR (Partial latch)

80
50

100

100

NOTE: (The expression "/NAME™ denotes an active low signal.)
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5.0 Parts List and Placement

Figure 5-1 gives the parts placement on the eircuif board.

SERIES II Z~80 PARTS LIST

D €02 090 €7 € Qs €27 DD NS 7 A AT R TR Vs X S D ORI TS 7 TS TS (1 S T CET 8 T G R (e, Ty e 24t 3

INTEGRATED CIRCUITS
POSITION

I 07 4 R M CET CEAY €10 (H15 EL NES 0 T 5T 7D T S5 A G 97 TR O G Q7 6% s 7 G € S0 YRR T Ko G e B € it

u1,02,03
Uk

U5

Ud

Uy

U8

09

u10

11

Uiz

Ui3

14

u15
U16,017
018,019
u20

u21

ue2

u23

U2k

uz2%

26

027

28

29
U30

31

U3z

uz3

u34

U35

- U36

037

038

u3e
ULo, U4T, Uk2

SERIES IT Z-80 CPU

MANUFACTURERS

8131
o8O A
TH L3
T4 LB
Th LB
T LS
TH LS
TH LS
T4 L3
Th L8
TH L3
Th LS
78 LS
Th LS
T4 LS
Th L3
2708,2758,2716,273
ThH LS
Th B
TH OB -
ThH L8
Th LS
T4 LS
9519
TH 1.8
TH05
LS
TH LS
Th LS
Th LS
Th LS
7h LS
T4 LS
Th LS
TH LS
Th LS

3

-3

=
3

70 (122 AP o 13 AT KITR  Efe HES r o fima r e T N TN IR A2 < TG 2o

PART &

33 (79 €T e CE0n I KT T 4B MY P 0K R KT 9K 0 R O KON @4 8

WE ).%
oh

> (HOT INSTALLED)

02

oo

373
139
373
284

373

04
284



RESISTORS:
PORTTION VALUE TOLERANCE POWER

I Tan fin e e AR e ATSA TS Fms G T €
T TR TR 0 00 S S CER AW S0 TS M I K 5 AT O I 5. IR R 190y RN AT 0348 67t 1) £ At i RN (v T €O R G0 Lo i vt e A e Pt s e 53 s R

R1, R2, R3, R4, R7: 330 OHM 10 % /4 M
RS, R&, BB, RGO, R1f,

R13, R14, R19, Re2: 1 KON 10
R10, R12, R20: .7 KOHM 10
R15, Ri6, R17, RiB: 10 OHM 10

IV
/0 W
AW

B 3R TR WA v

R21: 4T RO 10 /4 W
R2% ¢ 130 OHM 10 TE W

URT, URs. T ROHM 9 PIN SIP (ONE COMMOM) RESISTOR PAK

UR2, UR3, URh: 1 KOHM 9 PIN SIYP (ONE COMMON) RESISTOR PAK

CAPACTTORS:

POSITION VALUE TIPE RATING
Cz 1 ppe DIPPED TANT. 10 v
Ci1: 3.3 UESR DIPPED TANT. 10 v#
Ciz, C25;: 10 Upe DIPPED TANT. 25 v
Ci5, C27: 10 ure DIPPED TANT. 10 vH
Cate 10 UR# DIPPED TANT. 15 vE
Chz: 2.2 UF= RIPPED TANT. 10 v#

ALY, OTHERS: <1 UF BYPASS 20 Ve
¥hsterisked capacitor values may actually be greater than
those indicated; the =% 2ign indicates an exact specification.

OTHER : A
POSITION TYPE FUNCTION, SPECIFICATION
01 T8 L 12 12 V LOW POWER REGULATOR
D2 79 L 05 . =5 ¥V LOW POUER REGULATOR
Q3, Q4 7805 +% ¥ REGULATOR
05: 21 2004 NPN TRANSISTOR
D1, De: 1M 4948 SIGNAL DIODE
¥1: .0 MHZ ¥TAL FUNDAMENTAL, 200 OHM
A16, AT, _

A18, A19: RED LIGHT EMITTING DIODES
HEADER 20 PIN DIP SOCKET

-1 = SERIES II Z~80
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6.0 Revisions and Manual Applicability
This im Revision 0.

A printed circult error oceurs on this revision at jumper Jd-2. The
schematie shows the correct configuration; Figure 6.1 below is the actual
configuration on this revision. The effect of the error is to enable the
vectored interrupt controller according to the I/0 Jjumpers JD-1 through
JD~6, whether or not JJ-2 is set for A to B or B to C. The vectored
interrupt controller should be removed from the board, in any case, if you
wish to use bus interrupts; if this is done, and JJ-2 set with B to €, then
the printed circult error will not affect operation of the card in any way.
If you are using the vectored interrupt controller -~ and jumper JJ-2 is set
A to B, of course -~ then, agaln, operation is not affected.

This error will be corrected with Revision A.

FIGURE 6—1

442

@ %
TO Y25, PIN 2 = j & o VISEL
UR1 |
4. 7H0, g TO U28, FIN T
+ By V (VECTORED INTERRUPT CONTROLLER ENABLE}

== AN e {73
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Schematic Diagram
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TTHACA THTERSYSTEMS LIMITED WARRAMNTY

A1l equipnent manufactured by  ITHACA  INTERSYSTRIIS  shall be guaranteed
against Jdefects in materials and workmanship for o period of ninety (90)
days from date of delivery to the Duyer by the Seller, and the Seller agrees
to repair or replace, at its sole option, any part which proves to be
defective and attributable to any defect in materials or workmanship.

EXCEPT FOR THID WARRANTIES THAT THD GOODS }"aR" MADE I A
7()1“}’ MANLTEE MAMNER D ,[N ACCORDATC UITH THE
SPECIFICA I TS SOPPLIED, SCLLER A (‘ZI»‘T }-IO PTARRANTY
CHAPRESS OR  IMPLIED, AND ANY IMPLIDD WARRANTY OF
T,IBRC[-U\?I"”\T’,ILITY OR FITHNESS FOR A  PARTICULAR PURPOSE
WIHICH EXCEEDS T PORBGQING VWARRANTY IS5 HEREDRY
DISCLATIMED BY SELLER AND EXCLUDED PROM  ANY ACREEMENT.

Buyer expressly waives 1its rights to any consequential damages, loss or
expense arising in connection with the use of or the inability to use 1its

goods for any purpose whatsoever,

Mo warranty shall be applicable to any damages arising out of any act of the
Buyer, his cnmployees, agents, patrons or other persons.

In the event that a unit proves to be defective, and after authorization by
Seller, the defective part and/or unit, as authorized, must be securely
packaged and returned Freight Prepaid by the Buyer to ITHACA INTERSYSTEMS
for repair. Upon receipt of the unit, ITHACA INTEREYSTEMS will repair ox
replace, at its sole option, the defective part or product and return such
part/product Freight Prepaid to the Ruyer.

The remedies set forth herein are exclusive and the liability of Seller to
any contract or sale or anything done in connection therewith, whether in
contract, in tort, under any warranty, or otherwise, shall not, except as
O‘p “’“Lv provided herein, exceed the price of the eguipment or part on
vhich said liability is based.

Thisg warran?y is given solely to the original Buver. No cmployee or
reprecentative of Seller is authorized to change this warranty in any way or

rant any other quaranty or warranty.
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